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Abstract

Just as electronic systems implement computation in terms of voltage (energy per
unit charge), molecular systems compute in terms of chemical concentrations (molecules
per unit volume). Broadly, the field strives for molecular implementations of compu-
tational processes — that is to say processes that transform input concentrations of
chemical types into output concentrations of chemical types.

In this dissertation, we present methodologies to implement digital signal processing
(DSP) operations, such as filtering and signal transformation, and digital logic opera-
tions, such as latch and flip flop, with molecular reactions. Molecular reactions that
produce time-varying output quantities of molecules as a function of time-varying input
quantities are designed according to a DSP or logic specification. Unlike all previous
schemes for molecular computation, the methodology produces designs that are depen-
dent only on coarse rate categories for the reactions (“fast” and “slow”). Given such
categories, the computation is exact and independent of the specific reaction rates. We
first present a methodology for implementing DSP through a globally synchronous, lo-
cally asynchornous scheme we call the RGB scheme. We then present a general method-
ology for implementing synchronous sequential computation. We generate a four-phase
clock signal through robust, sustained chemical oscillations. We implement memory el-
ements by transferring concentrations between molecular types in alternating phases of
the clock. Thirdly, we propose a general methodology for implementing asynchronous
sequential computation, including a method to schedule data flow for feed-forward sys-
tems and a method to implement systems with feedback loops. Finally, we present a
methodology for systematic synthesis of various types of sequential digital logic. Given
a system specification, a chemical reaction network is synthesized to perform the in-

put/output logic functions.
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Synthesized systems are concise and robust in that computation accuracy does not
depend on specific values of rate constants. All designs are mapped into DNA strand
displacement reactions and validated through transient simulations of the chemical ki-

netics at the DNA reactions level.
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Chapter 1

Introduction

In the nascent field of synthetic biology, researchers are striving to create biological
systems with functionality not seen in nature. The field aims to apply engineering
methods to biology in a deliberate way. Beyond engineering ends, such methods also
provide a constructive means to validating new science. Understanding is achieved by
constructing and testing simplified systems from the bottom up, teasing out and nailing
down fundamental principles in the process. [I]

There has been a groundswell of interest in molecular computation in recent years [2]
3, [4, [5]. Just as electronic systems implement computation in terms of voltage (energy
per unit charge), molecular systems can compute in terms of molecular concentrations
(molecules per unit volume). Broadly, the field strives for molecular implementations of
computational processes — that is to say processes that transform input concentrations
of chemical types into output concentrations of chemical types. Some of the early work
in the field discussed molecular solutions to challenging combinatorial problems such as
the Hamiltonian Path Problem and Boolean Satisfiability [6]. In spite of the claims of
“massive parallelism” — 100 Teraflop performance in a test tube! — such applications
were never compelling. Chemical systems are inherently slow and messy, taking minutes

or even hours to finish, and producing fragmented results.
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The impetus is not to create computational systems per se. Molecular computa-
tion will never compete with conventional computers made of silicon integrated circuits
for tasks such as number crunching. Rather, the ultimate goal is to create “embed-
ded controllers” — cells and viruses that are engineered to perform useful molecular
computation in situ where it is needed, for instance for drug delivery and biochemical
sensing. For example, consider a system for chemotherapy drug delivery with engi-
neered bacteria. The goal is to get bacteria to invade tumors and selectively produce a
drug to kill the cancerous cells. Embedded control of the bacteria is needed to decide
where and how much of the drug they should deliver. The design of effective embedded
controllers will entail computational processing, performed in terms of molecular reac-
tions. A variety of computational constructs have been proposed [7, [, 9, 10]. Our prior
work includes constructs for logical operations such as copying, counting, comparing
and incrementing/decrementing [11], 12, [13]; programming constructs such as “for” and
“while” loops [14]; arithmetic operations such as multiplication, exponentiation and log-
arithms [12, 14]; and signal processing operations such as filtering [15] [16} (17, [I8), (19, 20].
Such computational processing could take the form: “If molecular type X is present, pro-
duce molecular type Y” where X is, say a protein marker of cancer and Y is a chemother-
apy drug. Or it could be more complicated: “If X is present and Y is not present, or
vice-versa, then produce Z” (i.e., an exclusive-or function). Or it could be time-varying
computation: “Produce an output quantity Y that changes as X changes, but more
smoothly” (i.e., low-pass filtering). Exciting work in this vein includes [211, 22] 23].

The past few decades have seen remarkable progress in the design of integrated
circuits for digital signal processing (DSP) for applications such as audio and video
processing [24]. A typical signal processing operation produces an output signal by
filtering or transforming an input signal. Examples are smoothing a signal with a
moving-average filter and performing a fast Fourier transform (FFT). We aim to apply
and extend this expertise to the domain of molecular computation. DSP with molecular

reactions will be discussed through Chapters [3] to
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There have been deliberate attempts to bring concepts from digital circuit design
into the field [25], [7, 8, 26, 27, 28, 29]. Prior work has established mechanisms for
implementing specific computational constructs. Building on this prior work, we present
a general methodology for implementing digital logic computation. We first present a
robust bistable system to represent binary bits. We then present D latch and D flip-flop
based on the bit representation. Details will be discussed in Chapter [6]

We bring a particular mindset to tackle the problem of synthesizing new biological
functions. We tackle synthesis at a conceptual level, working with abstract molecular
types. Working at this level, we implement computational constructs. Then we map the
conceptual designs onto a specific chemical substrate — DNA strand displacement [30].
We target DNA-based computation via strand displacement as our experimental chassis.
Our contribution can be positioned as the front-end of a design flow. The output of our
methodology is a set of abstract molecular reactions. Soloveichik et al. have developed a
“DNA assembler” [4]; this constitutes the back-end. They have shown that the kinetics
of molecular reactions can be emulated with DNA strand displacements. Reaction rates
are controlled by designing sequences with different binding strengths. The binding
strengths are controlled by the length and sequence composition of “toehold” sequences
of DNA. Different reaction rates can be easily realized by designing DNA strands with
different toehold lengths [31]. They have shown that that any system consisting of
unimolecular reactions (i.e., those with a single reactant) and bimolecular reactions
(i.e., those with two reactants) can be emulated by such DNA strand displacement

reactions.

1.1 Organization

The rest of this dissertation is organized as follows: in Chapter [2, we provide compu-
tational model and biochemical background on molecular computation. In Chapter

we describe a globally synchronous, locally asynchronous method for implementing DSP
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with molecular reactions. In Chapter [d, we present a fully synchronous design for imple-
menting DSP, with a molecular oscillator as the global clock. In Chapter |5 we present
a fully asynchronous design in which signals are transferred based on a self-timed hand-
shaking protocol. In Chapter [} we extend our systems to the field of sequential digital
logic. Functions such as latching and flip-flopping are implemented with molecular reac-
tions. Finally, in Chapter [7] we provide concluding remarks and discuss future research

directions.



Chapter 2

Computational Model and

Biochemical Background

2.1 Technology-Independent Model

One of the great successes of integrated circuit design has been in abstracting and
scaling the design problem. The physical behavior of transistors is understood in terms
of differential equations — say, with models found in tools such as SPICE [32]. However,
the design of circuits occurs at more abstract levels — in terms of switches, gates, and
modules. Many analogous levels of abstraction exist for biological systems. These
range from molecular dynamics, to protein networks, to genetic regulatory networks, to
signaling pathways, to complete cellular systems, to multicellular organisms.

We will discuss a particular level of abstraction, analogous in some ways to transistor
netlists: molecular reactions. We will examine the abstraction from a design perspective:
how can we synthesize molecular reactions that produce specific output concentrations

of molecules as a function of input concentrations?
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A molecular system consists of a set of chemical reactions, each specifying a rule for

how types of molecules combine. For instance,
X1+ Xo -5 X, (2.1)

specifies that one molecule of X; combines with one molecule of X5 to produce one
molecule of X3. The value k is called the rate constant. We model the molecular
dynamics in terms of mass-action kinetics [33, B4]: reaction rates are proportional to
(1) the concentrations of the participating molecular types; and (2) the rate constant.
Accordingly, for the reaction above, the rate of change in the concentrations of X, Xo
and X3 is

d[X1] d[Xa]  d[X3]

@ A @ IR (22)

(here [-] denotes concentration). Most prior schemes for molecular computation de-
pend on specific values of the rate constants, which limits the applicability since the
rate constants are not constant at all; they depend on factors such as cell volume and
temperature. The results of the computation are not robust.

We aim for robust constructs: in our methodology we require only coarse values
(fast, slow, etc.) for the kinetic constants. Given the coarse values for these constants,
the computation is exact. It does not matter how fast the reactions are — only that all

fast reactions fire faster than slow reactions do.

2.2 Technology Mapping

Given a specification of an abstract molecular reaction network that implements the
requisite computation, the next step is to map it to specific molecular reactions. We
describe a mapping to DNA strand-displacement reactions. The reader is referred to [4]
for a detailed discussion of this mechanism. Here we illustrate with an example.

Consider the DNA strand-displacement reaction shown in Figure Here a single
strand of DNA X7 replaces the top strand of a double-strand DNA L;; this generates a
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double-strand DNA H; and a single-strand B;. (This reaction is reversible.) The top

strand of H; can be replaced by single-strand X5, generating a single-strand O;. Then
O; replaces two of the top strands of the double-strand T;, releasing X3. (Note that the
strands L;, GG; and T; are “fuel” sources. It is assumed that there is an abundant source
of these; the concentrations do not matter.) The signals are the concentrations of X7,

X5 and X3. This sequence of strand displacements implements the abstract chemical

reaction:
K
X1+ Xy — Xs,
o W 1)
2 123 234\56/@5\'12%56 . 234
H %
K px 3x4% 5% 6% gmax |+ 2% 3%4% 5% g
R, L . H B
? 4.5 N2 3 s 627 ama N a4 s 6, 5 6127
— e—
T 2% 3% 4% 5% g 1% 2% 3% 4% 5% 6*

R, H Waste O
56127 12 78 m‘56127+12789\
e —

(25T 6*12% 7%

O T Waste P

Figure 2.1: An example of DNA strand displacement.

In [4] it is demonstrated that any system consisting of bimolecular reactions i.e.,
reactions with two reactants each, can be mapped to such DNA strand-displacement

reactions. All of our designs consist of bimolecular reactions.

2.3 Simulation & Validation

Given a set of reactions at abstract molecular level, we first map it to DNA strand-
displacement reactions of the form shown Figure 7?. We then generate system kinetic
equations of the mapped DNA system and obtain the transient solution. Such simula-
tions of the chemical kinetics provide a reasonably accurate prediction of the actual in

vitro behavior [5].



Chapter 3

The RGB Scheme

This chapter discusses techniques for implementing DSP operations such as filtering
with molecular reactions. From a DSP specification, we demonstrate how to synthesize
molecular reactions that produce time-varying output concentrations of molecules as a
function of time-varying input concentrations. We implement the operations through
a “self-timed” protocol that transfers concentrations between molecular types based on
the absence of other types. We illustrate our methodology with the design of a simple
moving average filter as well as a more complex biquad filter.

The chapter is organized as follows. First, in Section[3.1] we give a detailed example:
we present a biomolecular implementation of a two-tap moving average filter. Then,
in Section [3.2] we present the general methodology for synthesizing DSP systems. To
illustrate the general method, we provide a second, detailed example: a biomolecular
implementation of a biquad filter. In Section we present a general system synthesis
flow. In Section [3.4) we provide simulation results. Finally, in Section we conclude

with some remarks about potential applications for this work.



3.1 Example: A Moving-Average Filter

A sequential system computes output values that are a function of the current input
values as well as prior input values. Here “current” and “previous” refer to successive
signal values that are supplied by some external source. Our system consumes the input
molecular types, and so resets the input signal to zero. Our system accepts new input
values only after the current output value is cleared, i.e., after some external source
consumes all of the output molecular type.

X
Input

0.5 0.5

Y MG SN
Output

Figure 3.1: Schematic of a two-tap moving average filter. configuration

Figure 3.2: The two-tap moving average filter in a three-phase configuration

We illustrate our design methodology with a detailed example: a finite impulse
response (FIR) filter. An FIR filter is shown in Figure This system computes

a moving average: given a time-varying input signal X, the output Y is a smoother
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version of it. More precisely, the output is one-half the current input value plus one-half
the previous value.

Our implementation consists of the following set of reactions. We present the re-
actions in their entirety and then provide the rationale for the design. We validate
the design after mapping it to DNA strand displacement reactions. We present the

simulation results in Section 3.4

g+X S A4C

20 et R (3.1)
24 Sty
b+ R Sy @
r+G Sy B (3.2)
g+B Sy y

9R M=t op 4 R/

2y et oy 4 R

2GSt oG 4 Y

°B =t op .y pf 53
ox Mt oy 4 pr '
oR Kt

oG Kt o

9B’ Mt g
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25, Sy 9G4y

25, ¥ 28 44

25, ¥ 28, +b
R +4r S p (3.4)
Gty %G
B +b St p

R+X =t A4C
G'+R % @
B'+G % p
R +B % vy,

(3.5)

The molecular types corresponding to signals are X, A, C, R, G, B and Y. These
are labeled in Figure [3.2l To elucidate the design, we color-code some of these types
into three categories: ¥ and R in red; G in green; and X and B in blue.

In the group of reactions the concentration of X is transferred to A and to C,
a fanout operation. The concentrations of A and C are both reduced to half — scalar
multiplication operations. The concentration of A is transferred to the output Y and
the concentration of C' is transferred to R. (The transfer to R is the first phase of a
delay operation. We discuss this operation below.) Once the signal has moved through
the delay operation, the concentration of B is transferred to the output Y. Since this
concentration is combined with the concentration of Y produced from A, this is an
addition operation.

The group of reactions [3.2] implements the delay operation. The concentration of R
is transferred to G and then to B. Transfers between two color categories are enabled
by the absence of the third category: red goes to green in the absence of blue; green
goes to blue in the absence of red; and blue goes to red in the absence of green. The

reactions are enabled by molecular types r, g, and b that we call absence indicators.
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(We discuss these types below.) The absence indicators ensure that the delay element
takes a new value only when it has finished processing the previous value.

In the group of reactions molecules of types R', G’, and B’ are generated from
the signal types that we color-code red, green, and blue respectively. The concentrations
of the signal types remain unchanged. (These reactions appear to violate conservation of
mass. In fact, when mapped to DNA reactions, there are external “fuel” types.) Mean-
while, R, G', and B’ are consumed by external sinks, denoted by @. (When mapped to
DNA, these reactions include “waste” types.) Here, all reactions are expressly designed
to have two reactants; as discussed in Section 77, this permits us to map the reactions
to DNA strand displacement reactions effectively. This generation/consumption process
ensures that equilibria of the concentrations of R’, G’, and B’ reflect the total concen-
trations of red, green, and blue color-coded types, respectively. Accordingly, we call
R, G', and B’ color concentration indicators. They serve to speed up signal transfers
between color categories.

In the group of reactions molecules of the absence indicator types r, g, and b are
generated from external sources S,, Sy, and Sp. At the same time, they are consumed
when R/, G’, and B’ are present, respectively. Therefore, the absence indicators only
persist in the absence of the corresponding signals: r in the absence of red types; g in
the absence of green types; and b in the absence of blue types. They only persist in the
absence of these types because otherwise “fast” reactions consume them quickly.

Finally, the group of reactions provides positive feedback kinetics. These reac-
tions effectively speed up transfers between color categories as molecules in one category
are “pulled” to the next by color concentration indicators.

Note that the concentration of the input X is sampled in the green-to-blue phase.
We assume that an external source supplies the input. The output Y is produced in

the blue-to-red phase. We assume that an external sink consumes these molecules.
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3.2 General DSP System Synthesis

Building on the example in the last section, we present a general methodology for
performing DSP with molecular reactions. DSP operations are specified in terms of four
basic modules: fanout, scalar multiplication, addition, and delay elements. We discuss
constructs for each of these modules. We illustrate the general design method with a

second detailed example, a biquad filter.

3.2.1 Scalar Multiplier

Scalar multiplication performs the operation

C2
y=-—
C1
where ¢; and co are constants. This operation is implemented by choosing reactions

with the appropriate coeflicients:
ClX — CQY (36)

Every time this reaction fires, ¢; molecules of X get transferred to co molecules of Y.
Once the reaction has fired to completion, i.e., fully consumed all molecules of X, the
requisite operation of scalar multiplication is complete.

As discussed in the introduction, a constraint on our designs is that all reactions
should be bimolecular reactions. Accordingly, ¢; should be a power of 2. Suppose
c1 = 2"™. Then Reaction can be replaced by the set of reactions

ox ety
92X, St X,

k as;
2Xogn-1 2% Y.
We use the notation

Multiply(X,Y, cl,c2)

to denote the collection of Reactions 3.7, where ¢ = 2™.
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3.2.2 Adder

Addition performs the operation

Yy =21+ 22
This operation is implemented by choosing two or more reactions with the same product:

92X, et gy

(3.8)
92X, M=t 9y

. . . . . k as;
Again, we choose bimolecular reactions instead of unimolecular transfers, such as X; —=%
Y. Once both of these reactions have fired to completion, the concentration of Y will
be the former concentration of X7 plus the former concentration of Xs.

3.2.3 Fanout

The fanout operation duplicates concentrations. It is implemented by choosing a reac-

tion producing several different products from a single reactant:
2X % oy, 1 9Y,. (3.9)

Once this reaction has fired to completion, both the concentration of Y; and the con-
centration of Y5 will be equal to the former concentration of X.
A transfer module is a special case of a fanout module. It simply transfers a molecular

concentration from one type to another:
Kfas
2X % 2Y. (3.10)
Transfer modules are used to resolve type assignment conflicts.

3.2.4 Delay Element

Delay elements are at the core of digital signal processing. They stores signals

values temporarily, allowing for iterative processing. We implement delay elements
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by transferring concentrations between molecular types based on the absence of other
types. Each delay element DE; is assigned three molecular types R(ed);, G(reen); and

B(lue);. It is implemented by the following reactions.

Phase 1 reactions:

b+ R S
y (3.11)
G'+ R, =% @
Phase 2 reactions:
r+ Gz kqﬂ Bl
K (3.12)
B + G; fasg B;
Phase 3 reactions:
kslo .
+ B; == Computations
g b (3.13)

R + B; Ktasg Computations

‘We use the notation

Delay(R;, G;, B, {output _list})

to represent Reactions [3.11] [3.12, and [3.13| Here, {output_list} is a list of molecular

types that B; should be transferred to during Phase 3. In addition, system input X is

labeled blue, therefore, reactions

g+ X Ksloy Computations

) (3.14)
R +X =% Computations

also fire in Phase 3. We use
Input(X, {output_list})

to represent these reactions.
A computation cycle, in which an input value is accepted and an output value is
computed, completes in three phases. The input X is injected in Phase 2 and the output

Y is collect in Phase 1. In each phase the signals are transferred from molecular types in
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one color category to the next. Computations, including scalar multiplication, addition,

and fanout, are carried out in Phase 3, during the transfer from blue to red:
Computations Kras R;. (3.15)

This is illustrated in Figure [3.3] The computation reactions fire much faster than the
transfer reactions, so molecules of R; are immediately produced from molecules of B;.
Thus, reactions in Phase 3 effectively transfer blue signals to red signals.

Note that R; produced in Phase 3 will be a red type of any succeeding delay element
DE; along the signal path from DE;. In Figure @7 R; and Ry are red; G and Gy
are green; By and Bs are blue. The multiplier is the computation that occurs between
the delay elements. DF» is a succeeding delay element of DFE7, so molecules of By are

transferred to Ry in Phase 3.

Phase 3

Phase 1

Figure 3.3: The three-phase transfer scheme.

Figure 3.4: Cascaded delay elements.
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For each delay element, the color concentration types R/, G, and B’ are generated

and consumed in the following reactions:

9OR; =t oR, 4+ R/

oy et oy 4 R

2G; M oq, 4+ @

9B; =t 9p. 4+ B

9X St ox 4 pr (310)
oR Mt

26 Ky

9B’ Kbt

So molecules of R', G’, and B’ are generated by types of the corresponding color cat-
egories; they are consumed by external sinks. The equilibrium levels of these three
types are determined by total concentrations of all the red types, blue types and green
types, respectively. Note that these reactions are in the “fast” category, since the color
concentration types cannot lag the signal types.

We use
Conc(R!, {red_type_list})

Conc(G', {green_type_list})
Conc(B',{blue_type_list})

to represent Reactions |3.16] For example,
Conc(R',{R1,Y})

represents
2R, = 9R) + R/

oy St 9y 4 R
oR et g
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For delay elements, the following reactions generate the absence indicator types 7,

g, and b:
25, oy 98, 4y
R +r S g
kslo
25, =% 25,4+
an 979 (3.17)
G'+g =% ¢
25, oy 28, +b
B +b =t p
We use

Abs(Sm Sga Sp, 7,9, b, Rla le B/)

to represent these reactions.

Here r, g and b are continually and slowly generated. However, they only persist in
the absence of the corresponding color-coded types, since they are quickly consumed by
R, G', and B’, respectively, if these are present.

All transfers are initiated by absence indicators and then sped up by the color
concentration indicators. The transfers initiated by the absence indicators are slow and
those initiated by the color concentration indicators are fast. This mitigates against
“leakage”, e.g., some transferring from G; to B; before all of transferring from R; to G;
is complete.

Note that, in any system, there are only three color concentration indicators (R,
G’ and B’) and three absence indicators (r, g and b), regardless of the number of delay
elements. These types help enable and speed up signal transfers for all reactions in the
corresponding color categories. Through these common indicators, the corresponding
phases of all delay elements are synchronized: all the delay elements must wait for each

to complete its current phase before they can move to the next phase.
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3.2.5 Example of a Biquad filter

We illustrate our synthesis method with a second example, an infinite impulse re-
sponse (IIR) biquad filter. Biquad filters are basic building blocks of modern DSP
systems. Highly stable, high-order filters can be implemented by cascaded biquad
blocks [24]. A biquad filter is shown in Figure and the corresponding molecular

types are labeled in Figure It is realized by the following reactions.

Delay elements:
Dezay(Rla Gla Blv {R27 Fa C})

(3.18)
Delay(R2,Go, Bo,{H, E})
System input:
Input(X,{Ry, A}) (3.19)
Scalar multiplications:
Mult(A,Y,8,1)
Mult(C,Y,8,1)
(3.20)

(

(
Mult(E,Y,8,1)
Mult(F, X,8,1)
Mult(H, X,8,1)

Concentration indicators:
Conc(R',{R1,R2,Y})
Conc(G',{G1,G2}) (3.21)
Conc(B',{B1,B2,X})

Absence indicators:

AbS(Sr,Sg,Sb,T,g,b, R/7G/7BI) (322)
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Figure 3.5: Schematic of the biquad filter.
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Figure 3.6: The filter in a three-phase configuration.
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3.3 Synthesis Flow

We present guidelines for an automated synthesis flow. The DSP system is repre-
sented by a block diagram G(V, E), where the vertex set V represents basic modules —
scalar multiplication, addition, fanout and delay element — and the edge set E represents
connections. Each edge e; is assigned a molecular type. The concentration of this type

represents the signal flowing through e;. The system is synthesized as follows:

1. Each delay element DE; € V is assigned three color-coded molecular types R;, G;
and B;. Here R; corresponds to the input edge, G; is the internal storage molecule

type, and B; corresponds to the output edge.

2. The system input and output are assigned types X and Y, respectively. (For sim-
plicity, we only consider systems with a single input and a single output. However,

the method easily generalizes to systems with multiple inputs and outputs.)

3. The incoming edges of each adder are assigned the same molecular type as the
outgoing edge. With all the inputs assigned the same type, the system implicitly
performs an addition operation: each reaction produces a concentration that is

added to the sum.

4. If there are assignment conflicts, transfer modules are included. For instance, if
an adder has been assigned two conflicting types 17 and 75, say because its inputs

are from different delay operations, then a transfer reaction is included:
kfas
27 =% 275,
This reaction transfers the concentration of T to T5.

5. Next, if there are any unassigned edges, these are assigned arbitrary molecular

types (without creating conflicts).

6. With all edges assigned non-conflicting molecular types, reactions are generated

for each vertex according to the template of Reactions to
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7. Finally, the common indicator Reactions [3.16] and [3.17) are included.

Input

» D » D

X

Y
>+

Output

Figure 3.7: A filter with two delay elements directly connected.

Input R,

B, R, B,
»
" 'D—*(:>—>D

Y

Y Y
et

Output

Figure 3.8: Molecular type assignment.

Figure gives an example of transfer modules. Figure shows a simple filter
for time-interleaved input data. It contains two delay elements. Since these two delay
elements are directly connected, a transfer module is included for converting B to Rs.
Similarly, a second transfer module is included for transferring Bs to Y, the molecular
type for the adder. These molecular type assignments are shown in Figure

For a DSP system with n delay elements, there are 3n—+2 molecular types to represent
the n delay elements as well as the system input and output. Accounting for the absence
and color concentration indicators, there are an additional 9 molecular types. The

number of intermediate types will vary according to system architecture.

3.4 Simulations

To validate our designs for the moving-average and biquad filters, we map the re-

actions presented in Sections [3.1] and [3.2] to DNA strand displacement reactions, using
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the method in [4]. We generate the corresponding system of kinetic differential equa-
tions and simulate these. We use similar parameters to [4]: The initial concentrations
of auxiliary complexes is Cipez = 107°M and the maximum strand displacement rate
constant is ¢mar = 105M~'s~!. The rate constant for the “slow” reactions is set to
Eslow = D.56 x 104 M ~1s™1. For “fast” reactions it is set t0 kgast = 3 X kslow. The initial

concentrations of S,, Sy, and Sy, are set to 1IniM.

40
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Figure 3.9: The moving-average filter.

The simulation results for the moving-average filter are shown in Figure [3.9] The
input is a time-varying signal concentration X with both high-frequency and low-
frequency components. The output is a time-varying signal concentration Y. Molecules
of X are injected and molecules of Y are collected from the system every 20 hours.
The figure shows the theoretical output, i.e., an exact calculation of filtering, as well as

simulation results.
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Figure 3.10: The biquad filter.

We see that our design performs very well, filtering out the high-frequency compo-
nent as expected. The simulated output concentration does not quite track the theoret-
ical output concentration; it is higher than it should be for high input concentrations.
The explanation for this is that, for high input concentrations, the reactions fire quickly,
so the computational cycle completes early. Before the next cycle begins, some “leakage”
of the output concentration occurs.

The simulation results for the biquad filter are shown in Figure[3.10] Here molecules
of X are injected and molecules of Y are collected from the system every 50 hours.
We supply step-like and impulse-like changes in X. The figure shows the theoretical
output, i.e., an exact calculation of filtering, as well as simulation results. As expected,
the system performs notch filtering.

The simulation results show that even for a ratio A = kgst/ksiow as low as 3, the
systems perform well. In fact, in experimental implementations of DNA strand dis-

placement systems, a ratio A greater than 1000 is readily achievable. When A\ is close
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to 1, i.e., fast reactions are not much faster than slow reactions, the concentrations of
the absence indicators r, g, and b are high even when the concentrations of R/, G’, or
B’ are high. Also, the computational modules slow down. Accordingly, the accuracy of

the computation degrades.

3.5 Remarks

Comparison of the RGB scheme and CMOS technology is listed in Table[3.1] In RGB
scheme, global synchrony is reached by absence-indication-driven RGB cycle; there is
no global clock. Fanout operation in the RGB scheme requires additional reactions. On
the contrary, addition operation is free. Molecular transfers are slow reactions, in RGB
scheme while computations are fast reactions, which makes clocking the bottleneck in

RGB scheme, instead of computations, as in CMOS circuits.

Table 3.1: Comparison of RGB Scheme and CMOS Technology

RGB CMOS
Synchronization RGB cycle Clock
Fanout operation Not free Free
Addition Free Not free
Bottleneck Molecular transfers Computations
Fast operations Computations Clock setup/hold/margin

The methodology presented in this chapter is self-timed and asynchronous in the
sense that computational cycles only begin when all molecules of the output type Y are
consumed by an external sink. The computation itself is essentially rate-independent,
meaning that within a broad range of values for the kinetic constants, the computation
is exact and independent of the specific rates.

An alternative strategy would be to use clocking to implement synchronous compu-

tation. We have presented such a strategy in [17]. In that work, we describe a strategy
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for generating a clock signal through robust, sustained chemical oscillations. We im-
plement memory elements by transferring concentrations between molecular types in
alternating phases of the clock.

Although pertaining to biology, the contributions are not experimental nor empir-
ical; rather they are constructive and conceptual. Certainly, engineering complex new
reaction mechanisms in any experimental domain is a formidable task; for in vivo sys-
tems, there are likely to be many experimental constraints on the choice of reactions.
However, the techniques that we have presented here are robust and scalable. Such
features could be transformative for applications such as drug delivery and metabolic

engineering.



Chapter 4

The Synchronous Scheme

In Chapter 3, we implement the operations through a “self-timed” protocol that
transfers concentrations between molecular types based on the absence of other types.
Global synchrony is achieved by locally asynchronous reactions. In this chapter, we
present a fully synchronous design for implementing DSP, with a molecular oscillator
as the global clock.

The rest of this chapter is organized as follows. In Section we present a design
methodology for synchronous sequential computation, based on clocking with chemical
oscillations. We implement memory elements — flip-flops — by transferring concentrations
between molecular types in alternating phases of the clock. In Sections through
we present three detailed design examples: an FIR filter, an IIR filter, and a four-point,
two-parallel FFT. In Section we present simulations. Finally, in Section we
conclude the chapter with a discussion of possible experimental applications and future

directions.

4.1 Synchronous Sequential Computation

The general structure of our design is illustrated in Figure As in an electronic

system, our molecular system has separate constructs to implement computation and

27
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memory. A clock signal synchronizes transfers between computation and memory. For
the computational reactions, we refer the reader to prior work [16] 19} 12} [14]. Opera-
tions such as addition and scalar multiplication are straightforward. Operations such as
multiplication, exponentiation, and logarithms are trickier. These can be implemented
with reactions that implement iterative constructs analogous to “for” and “while” loops.
(They do so robustly and exactly, without any specific dependence on the rates.) The
main contribution of this chapter is a new method for clock signal generation and for

implementing memory.

Molecular Molecular
Concentrations Reactions that —> Concentrations
(Input ) > Transform > (Output )
—> Concentrations

—> (Computation)

Reactions that Preserve ¢

Concentrations

(Memory) —
|

T

Chemical Oscillation
(Clock)

Figure 4.1: Block diagram of a synchronous sequential system.

4.1.1 Clock Generation

In electronic circuits, a clock signal is generated by an oscillatory circuit that pro-
duces periodic voltage pulses. For a molecular clock, we choose reactions that produce
sustained oscillations in the chemical concentrations. With such oscillations, a low con-

centration corresponds to logical value of zero; a high concentration corresponds to a
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logical value of one. Techniques for generating chemical oscillations are well established
in the literature. Classic examples include the Lotka-Volterra, the “Brusselator” and
the Arsenite-Iodate-Chlorite systems [35, [36]. Unfortunately, none of these schemes are
quite suitable for synchronous sequential computation: we require that the clock signal
be symmetrical, with abrupt transitions between the phases.

Here we present a new design for an n-phase chemical oscillator (n > 3). The clock

phases are represented by molecular types P;, P, --- , P,. First consider the reactions:

254 ksﬂ a1 + 25,
2S5 lm as + 259

: (4.1)
25, ksﬂ an + 25,
and
Pita = p
Potas ot p,
: (4.2)

P, +a, == p.

In Reactions the molecular types ai, aq, - - - , a, are generated slowly and constantly,
from source types S1, 59, -+ , Sy, whose concentrations do not change with the reactions.
Here, all reactions are expressly designed to have two reactants; as discussed before this
permits us to map the reaction to DNA strand displacement reactions effectively. In
Reactions the types Py, P, - - - , P,, quickly consume the types ai,ao, - - - , ay,, respec-

tively. Call P, Py, --- , P, the phase signals and ai,as,--- ,ay, the absence indicators.
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The latter are only present in the absence of the former. The reactions

P +a, Koy P
Potar = p

Pytan = P

transfer one phase signal to another, in the absence of the previous one. The essential
aspect is that, within the P; P, - - - P, sequence, the full quantity of the preceding type
is transfered to the current type before the transfer to the succeeding type begins.

To achieve sustained oscillation, we introduce positive feedback. This is provided

by the reactions

op, ey o

of, M=t 4p

P+ =% 3p

op, Sy

2L, M=t 4p,
Pi+1 =% 3p, (4.4)

oB, Sy

of, st 4p,

Poi+1, = 3p,

Consider the first three reactions. Two molecules of P; combine with one molecule of
P, to produce three molecules of P;. The first step in this process is reversible: two
molecules of P; can combine, but in the absence of any molecules of P,, the combined
form will dissociate back into P;. So, in the absence of P,,, the quantity of P; will not
change much. In the presence of P,, the sequence of reactions will proceed, producing

one molecule of P; for each molecule of P, that is consumed. Due to the first reaction,
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the transfer will occur at a rate that is super-linear in the quantity of P;; this speeds
up the transfer and so provides positive feedback.

Suppose that the initial quantity of P; is set to some non-zero amount, and the
initial quantity of the other types is set to zero. We will get an oscillation among the
quantities of Py, Py, -+, Py.

One requirement for clock in synchronous computation is that different clock phases
should not overlap. More specifically, concentrations of molecular types representing
clock phase “0” and clock phase “1” should not be present at the same time. To this
end, we choose two nonadjacent phases, P, and P; in a four-phase oscillator, as the
clock phases. For a clearer illustration, we use R(ed) to denote P; and B(lue) to denote
Ps.

Our scheme for chemical oscillation works well. Figure shows the concentrations
of R and B as a function of time, obtained through ordinary differential equation (ODE)
simulations of the reactions and We note that the R and B phases are

12+

S M

8 - B

Concentration(nM)

0 50 100 150 200 250 300
Time(hrs)

Figure 4.2: ODE simulation of the chemical kinetics of the proposed clock.
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4.1.2 Memory

To implement sequential computation, we must store and transfer signals across
clock cycles. In electronic systems, storage is typically implemented with flip-flips. In
our molecular system, we implement storage and transfer using a two-phase protocol,
synchronized on phases of our clock. Every memory unit S; is assigned two molecular
types D) and D;. Here Dj is the first stage and D; the second.

The blue phase reactions are:

B+ D; Ksloy Computations + B

. (4.5)
Computations —= D:.

Every unit S; releases the signal it stores in its second stage D;. The released signal
is operated on by reactions in computational modules. These generate results and push
them into the first stages of succeeding memory units. Note that D} molecules will be
the first stage of any succeeding memory unit S; along the signal path from S;.

The red phase reactions are
R+D, ™= D;+R. (4.6)

Every unit S; transfers the signal it stores in D; to Dy, preparing for the next cycle.
For the equivalent of delay (D) flip-flops in digital logic, j = k. For other types of
memory units, j and k can be different. For example, for a toggle (T) flip-flop, Sy is
the complementary bit of Sj: D} — Dy, and D) — Dj toggle the pair of bits in each

clock cycle. The transfer diagram for our memory design is shown in Figure [£.3]

4.1.3 Computation

Scalar multiplication, addition and fanout operations are discussed in Section [3.2

In this section, we discuss how switches are implemented with molecular reactions.
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Figure 4.3: The two-phase memory transfer scheme.

Switches

To implement switching functionality in our molecular design, we use two alternating
selection signals. We generate these with a pair of D-flip-flops, as shown in Figure [4.4
If there is a non-zero initial concentration of S7, then S{ and S} will be “turned on”
once every two cycles, in alternating fashion, starting with S]. Note that it is S] and
S, not Sy and Sp, that enable the switches, because they are generated in the blue
phase.

We could implement this computation with the following reactions, based on the

signal transfer principles discussed above:

R+S, S Sy+R
R+S, S § 4R
B+S =¥ g 4B (4.7)
B+ Sy Ksloy S;+ B

However, there is a problem with this implementation. Enabling signals Sj, and S are

transferred to Sy and S7 by R. It takes time to finish these transfers. Therefore, there
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will always be overlapped R and S;/S]. Since S, and S| should only be present during

B phase, this overlapping causes computation errors.

To cope with this problem, we change Reactions [4.7] to

V+S, K54V
Vs Ssog 4y
B+S Y §+B (4.8)
B+ Sy Kooy S|+ B

Here, V is the clock phase signal following B. S{, and S} are quickly transferred to Sy
and S; right after B phase ends. With this modification, overlapping between S{, /S and

R is minimized. Clock phases and enabling switch signals are illustrated in Figure 77.

Figure 4.4: Generating the selection signals.

The transfer reactions enabled by S7 or S, implement the switches.

4.2 A Finite-Impulse Response Filter

We first illustrate our design methodology with a detailed example: a finite impulse
response (FIR) filter. An FIR filter is shown in Figure This system computes

a moving average: given a time-varying input signal X, the output Y is a smoother
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Figure 4.6: A two-tap moving average filter.
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version of it. More precisely, the output is one-half the current input value plus one-half
the previous value.

To implement this FIR filter, Reactions to [£.4] should be included to provide
clock phase types. Again, we use P; and P; of a 4-phase clock as R and G.

Memory and computation are implemented by following reactions:

B+X =% A4C4+B
24 Sty

o0 Mty (4.9)
B+D, ®% y4+B
R+D, % D 4R

In the set of Reactions with clock phase B, input signal X is transferred to
A and C, which are both reduced to half and transferred to D] and Y, respectively.
With clock phase R, D] is transferred to Dy. These reactions complete the memory and
computation operations of the moving-average filter. Full list of reactions implementing

the FIR filter is provided in Section

4.3 An Infinite-Impulse Response Filter

We illustrate our method with a second example, an infinite impulse response (IIR)
biquad filter. Biquad filters are basic building blocks of modern DSP systems. Highly
stable, high-order filters can be implemented by cascaded biquad blocks [24]. A biquad

filter is shown in Figure [4.7] It is implemented by the following reactions.

B+X Y A4+D,+B
B+D, % F+C+Dy+B

. (4.10)
B+Dy, = H+FE+B



Figure 4.7: A two-tap moving average filter.
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R+D, % D +R

N (4.12)
R+ Dy =% Dy+R.

In the set of Reactions with clock phase B, signal X is transferred to A and D}; D,

is transferred to C, F and D); D is transferred to H and E. In the set of Reactions

temporary signals A, C, E, F and H are multiplied by % and transferred to either X or

Y. In the set of Reactions with clock phase R, signal transfers inside memory units

take place. Full list of reactions implementing the IIR filter is provided in Section

4.4 A Four-Point FFT Design

We present a third design example, a four-point fast Fourier transform (FFT). The
FFT operation is canonical in signal processing. It can have a parallel pipelined ar-
chitectures for high throughput [24]. A block diagram is shown in Figure The
input signals are I, Is, I3, and Iy, respectively. The outputs are O1, Oz, O3, and Oy.
There are two stages in this system, each containing two butterflies. There is a —j

multiplication between the two stages.

1;

I

O,

X

I _ 0,
-\ 7 >< 0,

1

Figure 4.8: Block diagram of a 4-point FFT design.
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4.4.1 Direct Implementation

1 L - M, M, - 0,
v -
D
I; - M; 0,
\ 4
D
I, M, - O
\ 4
D
| I M, 0,

Figure 4.9: Block diagram of a 4-point FFT design, direct implementation.

A straight-forward implementation method is illustrated in Figure 4.9, Here, input
signals are injected into the system as I. Inputs are then buffered by three delay
elements, as the serial-to-parallel conversion. Outputs are available every four cycles.

In this system, signals are complex numbers. Both the real and the imaginary parts
can be negative numbers. To represent the signals, each number X is assigned four
molecular types X, X,, X, and X;. The first two are assigned to the real parts:
X, represents the positive component and X,, the negative component. The last two
are assigned to the imaginary parts: X represents the positive component and X} the
negative component. Therefore, X = [X,] — [X,] + 7 ([X;] — [X;])-

Adders are implemented by assigning input edges and output edges to the same

molecular type [16]. Note that there are two negative input edges in the lower two
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adders. Signals from the negative input edge will be transferred to the opposite com-
ponent. For example, M; is transferred to O and O3 as

kﬁlo

2M17p == 2Ol,p + 203,n
2M17n ksﬂ 201,71 + 20371, (4 13)
2M;, oY 20, 4203,
2M;, SN 204, + 203,
or simply
oM, =¥ 20 + 205 (4.14)
Also, for each number X, the reactions
k as’
X+X, =% o (4.15)

Kfas
Xp+Xy = o
are required. They cancel out equal concentrations of positive and negative components

by transferring them to an external sink.

There is a —j multiplication in the system. It is implemented by

oMy, b 2My,
oMy, S oMy

) (4.16)
oMy, —% 2Mj,
oMy, S o)y
or simply
oM, St opg (4.17)

which transfers real /imaginary parts to imaginary /real parts with opposite polarity.
Full list of reactions implementing the FFT unit is provided in Section
4.4.2 Two-Parallel Implementation

Another implementation method, the two-parallel implementation [37], is illustrated

in Figure
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Assume that the system starts at clock cycle 1. The first two inputs are sampled in

cycle 1; the last two inputs are sampled in cycle 2. The system generates the first and

third outputs in cycle 3; it generates the other two outputs in cycle 4.

| M
1 2n+1
—T— el +
2n
.2 |
g 2n+1
n+
M,
2n

2n O
%-P D3
| | 2n+1
» » D
2n+f>< ‘ 2n 0,
2n 2n+1

Figure 4.10: Block diagram of a 4-point FFT design, two-parallel.

There are four switches in this design. Each selects one of the two incoming signals

alternatively in different cycles. We use Reactions to implement them.

For example, at the n + 1st clock cycle, Mj is transferred to O and O5 as

S1+ M,
S|+ M,
ST+ M7,
S+ M,

or simply

S+ M

ksloy

kslo

I

w
g
J%

W
s
Jz

P

sloy

()1’p +—()27n +—f§i
O1.4 + 02, + 5]
Ln 2,p 1 (4.18)

O1n+ 03, + Si

01 +0; + 4. (4.19)

0,
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Based on the computational operations discussed above, we have the blue phase

reactions
L+8) ==t prygr
n+S, S=oan 4 My +8)
L+B % pi4B
Do+ S, S prysy
Do+ S, St A4 My + S
D+ B Ktast My + My + B
My+ S 5=t pl=rigr (120)
Mo+ S, S proyosy ‘
M+ 8, =t pLyg)
M+ S = 0, +05 +8
Ds+B ¥t 0,+0,+B
Di+ S, S 0,405 + 8
Di+ S, S pLyg

Note that S, and S] are generated in the blue phase. It is not necessary to list B if a
reaction is enabled by S or S].

The red phase reactions are

R+D, %t D 4R
R+D), %t Dy+R
R+D, 3% Dy+R (4.21)
R+D, % D +R

So the full design of the four-point, two-parallel FFT consists of Reactions [£.7]
and together with the positive/negative canceling reactions as well as the clock
generation reactions.

Full list of reactions implementing the FFT unit is provided in Section
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4.5 Simulations

To validate our designs for the filters and FFT, we map the reactions presented
in previous sections to DNA strand displacement reactions, using the method in [4].
We generate the corresponding system of kinetic differential equations and simulate
these. We use similar parameters to [4]: The initial concentrations of auxiliary com-
plexes is Cpez = 107°M and the maximum strand displacement rate constant is
Gmaz = 106M~1s~1. The rate constant for the “slow” reactions is set to kgow =
5.56 x 10*M~1s~1. For “fast” reactions it is set to kgt = 10 X kgow. The initial

concentrations of S, S, -+ ,S, are all set to 1nM.

4.5.1 FIR

The simulation results for the moving-average filter are shown in Figure The
input is a time-varying signal concentration X with both high-frequency and low-
frequency components. The output is a time-varying signal concentration Y. Molecules
of X are injected and molecules of Y are collected from the system every 43.2 hours.
The figure shows the theoretical output, i.e., an exact calculation of filtering, as well as
simulation results.

We see that our design performs very well, filtering out the high-frequency com-
ponent as expected. For high input concentrations, the reactions fire quickly, so the
computational cycle completes early. Before the next cycle begins, some “leakage” of

the output concentration occurs.

4.5.2 IIR

The simulation results for the biquad filter are shown in Figure Here molecules
of X are injected and molecules of Y are collected from the system every 43.2 hours.
We supply step-like and impulse-like changes in X. The figure shows the theoretical

output, i.e., an exact calculation of filtering, as well as simulation results. As expected,
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Figure 4.11: Transient simulation result of the moving-average filter.

the system performs notch filtering. The simulation results show that even for a ratio

A = kiast /ksiow as low as 10, the systems perform well.

4.5.3 FFT

For our FFT design, we the set initial concentration of S to 50nM and that of
R to 100nM. Recall that Sj is transferred to Sy in the first red phase and Sy is
transferred to S in first blue phase. So the computation begins with S7. We set the
initial concentrations of all the other types to 0. We inject I1 and I3 in the red phase.
The output types O1 and Os are produced in clock cycle 3, in a blue phase. We clear
them out in following red phase. We set kgast = 10 X kg0 and kgiow to 1.

The transient results of the direct implementation are shown in Figure through
Figure The inputs are a sequence of real numbers {2.5, 3.75, 2.5, 0}.
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Figure 4.12: Transient simulation result of the biquad filter.

The transient results of the parallel implementation are shown in Figure [£.17] and
Figure m The inputs are a sequence of real numbers {16, 24, 16, 0}. The outputs
are {56, -24j, 8, 24j}, as shown in the figures.

4.6 Remarks

This chapter presents a robust, rate-independent methodology for synchronous com-
putation. Here “rate-independent” refers to the fact that, within a broad range of values
for the kinetic constants, the computation is independent of the specific rates. The re-
sults in this chapter are complementary to prior results on self-timed methodologies for
molecular computation in Chapter [3| As in electronic circuit design, there are advan-
tages and disadvantages to asynchronous and synchronous design styles for molecular
computing. On the one hand, a synchronous style leads to simpler designs with fewer

reactions. On the other hand, errors can accumulate across clock cycles.
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Figure 4.13: Transient simulation of the direct FFT output O;.
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Figure 4.14: Transient simulation of the direct FFT output Os.

DNA strand-displacement reactions can emulate chemical reactions with nearly any
rate structure [4]. Reaction rates are controlled by designing sequences with different
binding strengths. The binding strengths are controlled by the length and sequence
composition of “toehold” sequences. With the right choice of toehold sequences, reaction
rates differing by as much as 10° can be achieved. Our contribution can be positioned as
the “front-end” of the design flow — analogous to technology-independent design. DNA
assembly can be considered the “back-end” — analogous to technology mapping to a

specific library.
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Figure 4.15: Transient simulation of the direct FFT output Os.
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Figure 4.16: Transient simulation of the direct FFT output Oy.

4.6.1 Comparison of RGB and Synchronous Methods

In this section, we compare the RGB method with the synchronous method. In the
RGB scheme, each delay element is associated with three molecular species, whereas
there are two species associated with delay elements in the synchronous scheme. How-
ever, the synchronous has a higher constant overhead due to the global clock. Therefore,
for implementation overheads in terms of number of reactants and number of reactions,
the synchronous method is better for systems with more delay elements. The RGB

scheme is better for small-size systems.
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Figure 4.17: Transient simulation of the two-parallel FFT output O;.

Some comparisons are listed in Table

Table 4.1: Comparison of RGB and Synchronous Methods.

System RGB Synchronous
# reactants | # reactions | # reactants | # reactions
FIR filter 16 24 22 29
IIR filter 32 46 37 44
FFT(Direct) 92 88
FFT(Parallel) 72 120

Table also shows that direct implementation of FFT unit use more molecular
species, but with fewer reactions. This is because the parallel implementation reuses
molecular species with folding. While reducing the number of reactants, folding intro-

duces more reactions because of switch implementation.
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Chapter 5

The Asynchronous Scheme

In Chapter 4] we presented a fully synchronous methodology for implementing se-
quential computation with molecular reactions. We used a global clock, implemented
through sustained chemical oscillations, to synchronize all operations. In chapter, we
present a fully asynchronous methodology for molecular computation, without any
global clocking mechanism.

This chapter is organized as follows. First, in Section we present our computa-
tional model of molecular systems and we discuss how to control and transfer signals
with molecular reactions. In Section we propose a new asynchronous methodology
for implementing DSP systems with molecular reactions. In Section we present a
general system synthesis flow. In Section [5.4] we provide simulation results. Finally, in

Section we give concluding remarks.

5.1 Signal Transfer Preliminaries

Sequential computation, such as DSP operations, are often modeled as data flow
graphs, consisting of signal transfers through delay elements. In addition to such signal

transfers there are computational elements, such as scalar multiplication and addition.

50
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5.1.1 Signal Transfer Model

A block diagram of a general n-tap finite impulse response (FIR) filter is shown
in Figure A data flow graph (DFG) derived from the block diagram is shown in
Figure Each delay element in Figure [5.1| corresponds to a node in the DFG in
Figure The communicating edges in Figure represent computation paths. The
input node is marked as node X and the output node is marked as node Y. The nodes

X and Y may be interpreted as input and output flip-flops.

/4 W,
X
D » D >
e O o
e O o

Figure 5.1: Block diagram of a general FIR filter.

X W[ W2 Wn—]

Y

Figure 5.2: DFG of an n-tap FIR filter.

To implement signal transfers with molecular reactions, each node is assigned to a

different molecular type. The molecular transfer from a source type to a destination
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type corresponding to an edge implements the signal transfer. For example, reaction

Wy — W (5.1)

implements the transfer from W7 to Wh.

When the transfer is complete, the concentration of the destination molecular type
has been increased by an amount equal to the prior concentration of source type. The
concentration of the source drops to zero; when it drops to zero, the source is ready to

accept a new signal value.

5.1.2 Computational Elements

Scalar multiplication

C2

y=—=x
C1

is implemented by reaction

ClX — CQK (52)

where ¢; and ¢y are constants.

Every time this reaction fires, ¢; molecules of X get transfered to co molecules of Y.
Once the reaction has fired to completion, i.e., fully consumed all molecules of X, the
requisite operation of scalar multiplication is complete.

Addition operation

Y =1+ T2
is implemented by choosing several reactions with the same product:

X1—>Y
X2—>Y

(5.3)

Once both reactions have fired to completion, the concentration of Y will be the former

concentration of X; plus the former concentration of Xs.
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The fanout operation duplicates concentrations. It is implemented by choosing a

reaction producing several different products:
X — Y1+ Yo (5.4)

Once this reaction has fired to completion, both the concentration of Y; and the con-
centration of Y5 will be equal to the former concentration of X.

In our designs, the reactions in multiplication and fanout are fast and reactions in
signal transfer are slow; accordingly the computational reactions do not affect the signal

transfers.

5.1.3 Absence Indication

Suppose that we have a set of molecular types {S1,S2, - ,S,}. For this set, the
corresponding absence indicator ag is a molecular type whose concentration is nearly
zero when the concentration of any of the molecules of any type in the set is not zero;
otherwise, when the concentrations of S; (i = 1,--- ,n) are all zero, the concentration
of ag is nonzero. Therefore, ag is present in the absence of all the types. This behavior

is achieved by the following reactions [16]:

%) ksﬂ as
Si+as =L
So+ag =S, (5.5)

Sn +as kfiﬁ Sn.

Here the symbol @ indicates “no reactants” meaning that the products are generated
from a large or replenishable source. The first reaction slowly but continually generates
molecules of ag. In the subsequent reactions, Si,S9,---,5, quickly consume ag, by
transferring it to a waste type we no longer track, but maintain their concentrations.

Therefore, molecules of ag accumulate only when all types in S, S5, -+ , .S, are absent.
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Absence indication is used to control signal transfers, as discussed in the following

sections.

5.2 System Implementation

In this section, we present a fully asynchronously methodology for implementing

DSP systems.

5.2.1 Signal Transfer Scheduling

For fully asynchronously implementations, each directed edge of the DFG is assigned
to a step number; it indicates the step at which the signal transfer represented by the
edge takes place. This gives rise to an interesting scheduling program: how to produce
an assignment of step numbers to the edges that is conflict-free, consisting of the fewest
possible steps. We present the requirements for conflict-free signal transfer scheduling.

As discussed in Section a fanout operation is implemented by a single reaction
with multiple products. Therefore, all output edges of a node are assigned to the same
step number:

Requirement 1

For any node V' with multiple outgoing edges, €,1, €02, " €0k,

step(eo,1) = step(eg2) = -+ = step(eo k).

Each node in the DFG represents a delay element. At the beginning of a computation
cycle, all nodes are occupied — each with a molecular concentration reflecting the signal
value it received in previous computation cycle. A node can take new signal value only
after it has transferred all of its molecules to succeeding node(s). Therefore, we have:
Requirement 2

For any node V' with incoming edge(s) e; 1,€;2,- - ,€; 1 and an outgoing edge e,

step(e,) < min(step(e;;)),j =1,2,---k.
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We call a node that has transferred all its molecules to succeeding node(s) an empty
node.

An outgoing edge of node Y represents the system output of the previous cycle.
It does not depend on any operation in current computational cycle. Therefore, it is

always assigned to step 1:

Requirement 3

For system output Y with outgoing edge e,,
step(e,) = 1.

Given these rules, we can adopt a scheduling method that assigns step numbers in
increasing order from right to left on an acyclic DFG. Consider a 3-tap filter with all
multiplier coefficients assigned to 1. The DFG with assigned steps for such a filter is
shown in Figure A more detailed synthesis algorithm is presented in Section

x @ w, Q@ w
> o>

@ @@

r 1@

Figure 5.3: DFG of a 3-tap FIR filter with signal transfer scheduling. Step numbers are
in circles.

5.2.2 Feedback Loops

The scheduling rules discussed in Section work only for acyclic DFGs, i.e.,
systems without feedback. For systems with feedback loops, such as infinite impulse

response (IIR) filters, Requirement [2| will result in deadlock: every node in a feedback
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path will wait for its succeeding node to be emptied and no one is able to proceed.

Alternate scheduling methods will be needed to mitigate against this.

X Y
< Q >
0.5
D [«
w
Figure 5.4: Block diagram of a 1-pole filter.
X Y
>
w

Figure 5.5: DFG of the 1-pole IIR filter.

A simple one-pole IIR filter and its DFG are shown in Figure [5.4] and Figure [5.5
respectively. In Figure there is an edge both starting from and going to node W,
which denotes the delay element. The technique described above cannot schedule the
edge; W waits forever for itself to be emptied.

To resolve this deadlock, we break the loop by adding a temporary node 7' as the
succeeding node of W and mark T as empty. With the loop broken and 7' is empty, the
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scheduling technique for acyclic DFGs can be applied. Finally, the edge from T back to

W needs to be added. Since T is initially empty, its outgoing edge should be assigned a
step number greater than that of its incoming edge, so as to ensure that previous value

of W has been fully transferred to T" before it is further transferred.
Requirement 4

For any node T initially marked as empty, if its incoming edges are €;1,€;2, "+ ,€;k

)

and outgoing edge is e,, then
step(eo) > max(step(e; ;)),j =1,2,--- k.

The DGF for the IIR filter with step scheduling is shown in Figure [5.6

X @ y O

T %\

Figure 5.6: DFG of the 1-pole IIR filter with signal transfer scheduling. Step numbers
are in circles. Node T is denoted by a hallow cycle, which means it is empty at the
beginning of a computation cycle. The newly added edge is denoted by a dashed line.

5.2.3 Mapping Signal Transfer to Reactions

With all edges in a DFG assigned with step numbers, we map the DFG to molecular
reactions.
Transfer assigned to step ¢ can fire only after all transfers assigned to step ¢ — 1 have

been completed. Given a DFG with a step assignment, every node is represented by
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a specific molecular type. Each directed edge is mapped to a reaction transferring its
source type to its destination type.

We use absence indicator type a; to represent the completion of step i. Note that
a; is maintained by source nodes of all directed edges assigned to step ¢. For example,
if transfers src; — dest; and srcas — desty are both assigned to step 1, then aq is

controlled by reactions

kSO
g =y aq
Kfas
srep +a; =% sre; (5.6)

srco + ag kfﬁﬁ srea.
Molecules of a; accumulate only when both src; and srce are absent, thus indicating
that step 1 has completed.
Given the absence indicators, signal transfers of each step are enabled by the absence
indicator of its previous step, except for step 1. For any directed edge e assigned to

step 4, the signal transfer is enabled by a;_1, implemented by:
a;—1 + src(ex) Ksloy dest(er), 1> 1. (5.7)

5.2.4 Conflict Elimination

Reactions (b.7)) implement the signal transfers of all edges in the DFG. However,
conflicts exist in this implementation. Suppose we have a signal path as shown in
Figure There are two edges in this graph, ey, assigned to step 2, and es, assigned

to step 1. These are implemented by signal transfer reactions:

B =y ¢
N (5.8)
slo
A+ay == B
and absence indication reaction:
%) kbﬂ al
(5.9)

B+a =t p.
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Here, node B is both the source of a transfer in step 1 and the destination of a
transfer in step 2. When step 1 is complete, all molecules of B have been transferred to
C and absence indicator a; starts to accumulate. With aq, A starts to be transferred to
B, which removes a1 and further inhibits the transfer of edge e;. Reaction A+ay ks@” B
stops before A is fully transferred to B. This example shows that when a signal node
is both the source of a transfer in step ¢ and the destination of a transfer in step i + 1,

the system halts.

@ @

® > ® > °
A e B € C
Figure 5.7: Successive transfers.
*—p—O0-p--® > °
A B B’ C

Figure 5.8: Modified transfers.

To resolve this problem, following rule is required:

Requirement 5

step(ey) # step(ea) + 1

when

dest(ey) = src(ea).

To achieve this, we split each node with a conflict to two nodes. Here, B is replaced
by B and B’. Initially, the value of B is represented by molecules of B’ and the node
B is empty. Molecules of B’ are transferred to C' in step 1 and Molecules of A are still
transferred to B in step 2. We add another transfer, B to B’, in step 3, following the
transfer of A to B. The modified transfers are shown in Figure Now there are no

conflicting edges and absence indicators.
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Formally, when a signal node W is both the source of a transfer in step ¢ and the
destination of a transfer in step i + 1, i.e., when Requirement [5| does not hold, split W
to W and W’. Add a new transfer of W to W’ and assigned it with a step number
one greater than the maximum step number of all incoming edges of W. Modify the

reactions managing absence indicators in accordance with this change.

5.2.5 Examples

X @ W]@W’] @ WQ@W,Z
> >

Figure 5.10: The 1-pole IIR filter modified.

With conflict elimination, the DFG of the 3-tap filter is redrawn in Figure The
filter is implemented by following reactions.

Signal transfer:
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Wi+al o v
Witas =% Wo+Y
X + a3 kbﬂ Wi+Y

Wa+as <% W)
Wi tas S Wl
Y tag Sy
To make the signal transfers robust, we also include positive feedback kinetics [35),

16]:

Wi+Y Sy oy
Wi+ Wy 2% om, 4+ v

X+W, o o, 4+v

Wo + W) Ksloy 2W3
Wy + W Sy oy
Y4y Sey oy
Absence indicator:
g oy g
Y ta Sy
%) ksﬂ as
Wi+ as % Wy
o oy g
Wi+as St W
%) ksﬂ a4
W+ as 2% W
X tag S X
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The DFG of the 1-pole IIR filter is redrawn in Figure[5.10] The filter is implemented

by following reactions.

Signal transfer:

W 4al Sy W

Xta = yiw
T+ as kbﬂ w

Y +az Sy y

W+as =¥ W
oW Sl T4y

Here, W is a temporary molecular type used to implement multiplication. Molecules
of W are quickly turned to molecules of T and molecules of Y. W’ does not hold any
concentrations across steps. Therefore, there is no node W” in the DFG.

Positive feedback kinetics:

WLy Sy gy
Y +y Sy oy
W W Sy o

X+W <y o4y
T+W Sy oW

Absence indicator:

(%) ksﬂ a1
Y fa; Sty
(%) kﬂ as
W tap St W
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%) IM as
X +as =% x
T+as =% T

5.3 Synthesis Flow

We present guidelines for a full synthesis flow. The DSP system is represented by
a DFG G(V, E), where the node set V represents delay elements and the edge set E
represents signal transfers. Each node V; is assigned a molecular type. The concentration
of this type represents the signal stored at V;. Each node can have three states: full,

processed, and emptied. The scheduled procedure is as follows:
1. Mark all nodes as full.

2. Assign the outgoing edge from the system output Y to step 1. Mark Y as pro-

cessed. Set current step number s = 1.

3. Break each loop at the point where it joins back to the graph. Add a temporary

node T; at the end of the broken loop and mark T; as emptied.

4. For each source node with unscheduled fanout edges, if the destination nodes of
all its fanout edges are marked as emptied, set the step numbers of all these edges

to s. Mark the source node as processed.

5. If no more edges can be assigned to step number s, set s = s+1, mark all processed

nodes as emptied, and go to |4} Repeat until all edges are assigned a step number.

6. For each node V;, if there is an incoming edge e; and an outgoing edge e, satisfying
step(e;) = s; = step(eo) + 1, split V; to V; and V;/. Connect all incoming edges to
the new V; and all outgoing edges to V/. Add a new edge from V; to V/; assign it
with a step number one greater than the maximum step number of all incoming

edges of V;..
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7. With all edges assigned to non-conflicting step numbers, generate reactions for

each edge according to the template of Reactions (/5.7)).

8. Finally, include the absence indicator reaction set (5.6]).

5.4 Simulations

To validate our designs for the FIR and IIR filters, we map the reactions presented
in Section to DNA strand-displacement reactions, using the method in [4]. We
generate the corresponding kinetic differential equations and simulate them. We use
parameters similar to [4] (Cruax = 10uM, gumax = 105M ~1s71). The reaction constant

)

for the “slow” reactions is set t0 kgow = 5.56 x 10*M ~1s~1. For “fast” reactions it is

set to kfast = 3 X Kslow-

120 1 ‘ T
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Figure 5.11: Simulation results of the FIR filter.

The simulation results for DNA-level designs of the two filters are shown in Fig-

ure [5.11] and Figure .12 The input is a time-varying signal concentration X with



65

80
70l = = Input

Simulated Output
ol ==©- Theoretical Output

a
o
T

hopho
WA LA
\I\I\I \I\I\I

Concentration (nM)
N
o

W
o
T

A
\I\ :
of VMY Y V \I\’\IA n!
v Vo g .
TRV AW R\ /RY
1or LR VAVAVETART
V ' \'l v !
00 5 10 15 20 25 30

Computation Cycle

Figure 5.12: Simulation results of the IIR filter.

both high-frequency and low-frequency components. The outputs are time-varying sig-
nal concentrations Y’. Molecules of X are injected and molecules of Y’ are collected
from the system every 25 hours. The figure shows the theoretical output, i.e., an exact
calculation of filtering, as well as simulation results.

We see that our design performs very well. The simulated output matches the
theoretical output. The small errors are caused by leakage among molecular types.
The average relative error for the FIR filter is 7.65%. For the IIR filter, it is 12.69%.
Although the FIR filter has one more delay element and more molecular types and signal
transfers, it has a lower error than the IIR filter. Generally, IIR filters have higher errors

than FIR filters, since feedback in such filters leads to error accumulation.

5.5 Remarks

This chapter presents a robust, rate-independent methodology for asynchronous

computation with molecular reactions. Here “rate-independent” refers to the fact that,
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within a broad range of values for the kinetic constants, the computation is exact and
independent of the specific rates.

The results in this chapter are complementary to prior work on a synchronous
methodology for molecular computation [I6]. As in electronic circuit design, there
are advantages and disadvantages to asynchronous and synchronous design styles for
molecular computing. The synchronous methodology leads to simpler designs but with
more reactions. In [16], each delay is represented by three molecular types and the
computation completes in three steps. In the asynchronous methodology proposed in
this chapter, each delay is represented by no more than two molecular types; however,
the number of steps is linear in the number of delay elements.

The methodology in this chapter was presented at a conceptual level in terms of
abstract molecular types. All the designs were mapped to DNA-strand displacement
reactions; the simulation results that we presented were for DNA-level designs. Such
designs can readily be implemented in wvitro.

Indeed, a group at Caltech has shown that DNA reactions can emulate the chemical
kinetics of nearly any chemical reaction network. They also provide a compiler that
translates abstract chemical reactions of the sort that we design into specific DNA
reactions [4]. Recent work has demonstrated both the scale of computation that is
possible with DNA-based computing [38], as well as exciting applications [23]. While
conceptual, our work suggest a de novo approach to the design of biological functions.
Potentially this approach is more general in its applicability than methods based on
appropriating and reusing existing biological modules. This could lead to novel in vivo

applications.



Chapter 6

Implementing Sequential Logic

There has been a groundswell of interest in molecular computation in recent years
[39, 40, (41, [42, 13, (43| 38| [44, [45, 146, 47, O, 16]. In prior work, computations are
implemented with particular molecular systems such as gene transcription networks
and deoxyribozyme. These provide a bottom-up way to build complex circuits. In
particular, there have been several attempts to apply concepts from digital circuit
theory to biological engineering. Numerous types of genetic gates have been pro-
posed [25, [48] 149, K0, 26 28, 29, BI]. Cascaded digital circuits implemented with
abstract chemical reactions have been published [52]. Also, dating back to seminal
work by Kauffman, gene networks are often modeled as directed graphs in which there
is an arrow from one node to another if and only if there is a causal link between the
corresponding genes; the node itself is viewed as a Boolean function of its inputs; its
state is either “on” or “off” depending on the level of gene expression [53]. These are all
based on combinational digital logic. Although biochemistry-based automata [54] and
latches based on cross-coupled combinational logic [4] have been proposed, there have
not yet been methods that implement full-scale sequential digital logic.

Here we propose a novel methodology for systematic synthesis of sequential digital

logic with molecular reactions. Given a digital logic system, our method generates a

67
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chemical reaction network (CRN) that performs the exact functionality of the system.
The generated CRN is ready to be mapped to DNA strand displacement [4] — all reac-
tions are bimolecular and there are only two rate constants, i.e., k and kg,. Specific
values of the constants do not affect computation accuracy — as long as k is greater
than kg0, the computations are exact. We represent each digital bit with a form of
“dual-rail” encoding [55]: the value of a bit is not determined by the concentration of
a single molecular type. Rather, it is the comparison of the concentrations of two com-
plementary types that determines if the bit is “0” or “1”. This mechanism is robust:
any small amount of perturbation or leakage in the concentrations quickly gets cleared
out and the signal value is not affected. Based on this bit representation, we present
designs for combinational components — AND, OR, and XOR. Unlike previous work fo-
cusing on logic gates, we also design sequential components — D latches and D flip-flops,
with which sequential digital circuit functions can be performed. Our method shows
implementation of large-scale sequential digital logic with DNA strand displacement is
possible.

This chapter is organized as follows. In Section [6.1} we provide an overview of prior
work. In Section[6.2] we describe the bistable mechanism for representing binary bits. In
Section we discuss the implementation of logic gates. In Section [6.4] we discuss the
implementation of D latches and D flip-flops. In Section [6.5] we present the examples
of a square-root unit, a binary counter and a linear feedback shift register. Finally, in

Section we discuss potential applications of our design methodology.

6.1 Related Work

Hjelmfelt et al presented a chemical implementation of McCullock-Pitts neurons [56].
A bistable mechanism is implemented by four reversible reactions. State of each neuron
is determined by concentrations of excitation species of the neuron. Logic gates such

as AND and NOR are implemented based on M-P neurons. They further extended
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this work to chemical implementation of finite-state machines [57]. In our work, we
also use bistable mechanism for signal representation. However, our mechanism is much
simpler: only three non-reversible reactions are required for each bit signal. In addition,
unlike in [56] and [57], functions of logic gates in our work do not depend on initial
concentrations of certain species, which are inaccuracy-prone. Rather, whether a gate
is AND or OR is coded in the system design phase; it does not change with detailed
implementation.

Qian et al demonstrated several digital logic circuits based on a simple DNA gate
motif which is called a “seesaw gate” [9]. Unlike our work, circuits built with seesaw
gate are combinational, not sequential. Furthermore, our gates can perform more than
once because there is no requirement for preset threshold species, which are destroyed
after each execution of the gates.

In [4], Soloveichik et al presented a flip-flop based on cross-coupled NOR gates,
and further demonstrated it though a pulse counter. Our flip-flop does not use cross-
coupled gates to lock signal values. Instead, bit signals are locked by the much simpler
bi-stability reactions. Due to the simplicity of the bit reactions, our work implements

more complex systems with fewer reactions and DNA strands.

6.2 Bit Representation

The most straightforward interpretation of binary values in the context of molecular
computation is to assign a threshold to the concentration of a designated molecular
type [68, 59]. When the concentration exceeds a threshold level, the bit is considered
a logical 1; otherwise it is consider a logical 0. Although such a representation is
conceptually simple, it requires external mechanisms for comparing the concentration
of the designated molecular type with the threshold. Furthermore, it suffers from signal
degradation over time: unwanted residue accumulates every time a signal is changed,

unless there is some mechanism to clear the signal.
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To mitigate these issues, we use a complementary representation (reminiscent of a
“dual-rail” encoding). For a single bit X, we use two molecular types, Xy and X;. The
presence of X indicates that X is set to 0; the presence of X7 indicates that X is set
to 1. Clearly, Xy and X; should not be present at the same time or else the value of
X would be ambiguous. We use following set of reactions to ensure that this does not

happen:
Xo+ X1 —5 Sx

Sx +Xo -5 3X, (6.1)
Sx+ X1 -5 3X).

In these reactions, a molecule of Xy combines with a molecule of X; to produce a
molecule of Sx. This molecule of Sx then combines with a molecule of X, or one of X7,
depending on which it meets first. The choice is competitive: both Xy and X are trying
to increase their concentration via the intermediary type Sx; whichever has a higher
concentration wins. The concentration of the loser drops to zero. So this mechanism
clears out the leakage of molecular types that would otherwise occur when bits are set.

Signal transfer diagram of a binary bit is shown in Figure

Figure 6.1: Signal transfer diagrams of a binary bit. In the diagram, solid-line arrows
denote “transfers to” and dashed-line arrows denote “enables”.
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To further elucidate the behavior of Reactions consider their kinetic equations:

d[th] = k[Xo][X1] = K[Sx][Xo] — K[Sx][Xi]
d[jliO] = —k[Xo][X1] + 2k[Sx][Xo]
d[iil] = —k[Xo][X1] + 2k[Sx][X1].

Suppose the combined initial concentration of Xy and X; is C' and that the initial
concentrations of Sx is 0. There are three steady-state solutions: {[Xo] = 2C/5, [X1] =
2C/5}, {[Xo] = 0,[X;] = C}, and {[Xo] = C,[X1] = 0}. The first is unstable. It is a
saddle point: any small perturbation leads to one of the other two solutions, which are
both stable. This bistability forms the basis of our representation of a bit.

Note that the specific values of k do not affect the behavior of the bit mechanism;
the ratio is always 1. In physical implementation, as long as the rate constants in

Reactions are within same range, the robust bistable mechanism of bits holds.

6.3 Implementing Combinational Logic Gates

Given the robust representation of binary bits, here we demonstrate logic gates can
be implemented with molecular reactions. We only consider two-input gates; gates with
more than two inputs can be easily implemented by cascading two-input gates.

Suppose the inputs of a gate are X and Y, and the output is Z. These signals are
represented by the concentrations of Xo/X1, Yy/Y1, and Zy/Z1, respectively. Each one
of X, Y, and Z is regulated by its own version of the bistable bit reactions. For each of
the four entries in the truth table for the gate, if the value of Z is 1, then molecules of
Zy, if any, should be transferred to Z;. Similarly, if the value of Z is 0, then molecules

of Z1, if any, should be transferred to Z.
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6.3.1 AND Gate and OR Gate

Let us first consider an AND gate. By definition, either X =0 or Y = 0 sets Z to
0, which means that when either Xy or Yy is present, Zy should be generated and Z;

should be cleared out. This is implemented by the reactions

Xo+ 24 i} Xo + 2y (62)
Yo+ 7, = Yo+ Z.

Here, Xy and Y| transfer Z; to Zy but keep their own concentrations unchanged. Z is
set to 0 if it has not already been.
Z should be set to 1 only when both X =1 and Y = 1. This is implemented by the

reactions
X +Y 5 X +Yi+27

27! 5 o (6.3)
Z+ 2 = 7).

In the first reaction, X; combines with Y7 to generate Z1, an indicator that Z should be
set to 1. The concentrations of X7 and Y; do not change. Z{ is transferred to an external
sink, denoted by &, in the second reaction. (This could be a waste type whose concen-
tration we do not track.) When molecules of both X; and Y are present, these reactions
maintain the concentration of Z] at an equilibrium level [Z]] = \/m = C. When
one of X; and Y7 is not present, Z] gets cleared out. In the last reaction, Z{ transfers
Zy to Zy. Taken together, bistable bit reactions, Reactions and implement an

AND gate. Signal transfer diagram of the AND gate is shown in Figure (a).
The reactions for the OR gate are similar to those for the AND gate. Either X =1

or Y =1 sets Z to 1. This entails having both X7 and Y7 transfer Zy to Z;:

X1+2 5 Xi+24
) (6.4)
Yi+2y — Y7+ 7.
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When both X =0 and Y = 0, molecules of Z; are transferred to Zj:

Xo+Yy =5 Xo+Yo+7)

27
Zy+ Zy

Iy (6.5)
LIS

NAND gate and NOR gate can be implemented by effecting the transfers between

Zy and Zp in the opposite directions of those of the AND and OR gates. We illustrate

for the NOR gate only. Together with bistable bit reactions, the following reactions

implement the NOR gate:

Xo+ %o
Yo + Zo
X1+Y

27!
Zy+ 74

6.3.2 XOR gate

bbbl

Xo+ 21

Yo + Zy.

X1+ Y1+ Z (6.6)
%)

2.

We could, of course, implement an exclusive-OR (XOR) gate with say NAND gates

or NOR gates. Instead, we present a direct implementation. For XOR gate, Z = 1

when X # Y. Therefore, molecules of Zj are transferred to Z; when both Xy and Y

are present, or when both X; and Y} are present:

Xo+Yp
X1+ Y

27
Z1 + Zy

£ Xo+Yi+ 7
5 X1+ Y+ 27,

) (6.7)
— O

k
— Zl.
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Similarly, when both Xy and Y{ are present, or when both X; and Y; are present,

molecules of Z; are transferred to Z:

Xo+Ye -5 Xo+Yo+7Z,
X1+ = Xi+Yi+Z

L (6.8)
+7 = 2.

Figure 6.2: Signal transfer diagrams of (a) AND gate. (b) XOR gate. Square boxes
with “S” denote external sources to generate certain molecular types. @ denotes external
sinks, which are waste type we do not track.

To obtain the input/output behaviors of the gates, we map the chemical reactions to
DNA strand displacement reactions and solve the kinetics of the DNA strands. Results
are shown in Figure [6.3] In this figure, input signals are X and Y; output signal is Z.

Chemical reactions are mapped to DNA strand displacement reactions in accordance
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with [4]. Maximum strand displacement rate constant ¢,q,; = 105M ~1s~1: initial con-
centration of auxiliary species Cpqr = 10uM. The initial concentrations are set as:
[Z1] = [Z]] = [Z]] = 0, and [Sx] = [Sy] = [Sz] = 0. Note that [Zy] can be set to
any nonzero value C; we used C' = 10nM in this simulation. We sweep the range of
initial values of [X;] and [Y7] from 0 to C; correspondingly, we sweep Xy and Yj from
C to 0. The resulting values of Z; for each input combination are recorded after 20
hours of reaction time. Normalized values are shown in each figures. Because bistable

bit reactions apply for all signals, all four gates shows clean and stiff cutoff behavior at

threshold values of input signals.

S
iy, s eSS o
LM
LA, 74
57

I ALK 5
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Figure 6.3: Input/Output behavior of logic gates. (a) AND gate. (b) OR gate. (c)
NOR gate. (d) XOR gate.
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A multiplexer selects one of two data inputs A and B and forwards the input’s value

to its output Z, based on the value of the select input S. Z = A when S =0; Z =B

when S = 1.

Multiplexer can be implemented as Z = AS + BS, by two AND gates and one OR

gate. However, here we present a simpler way to implement multiplexer:

So + Ag
241
So + Aq
24
S1+ By
2B}
S1+ B
28
Ay + Ay
A+ Ap
By + By
B} + By

L L L L

So + Ao + A
16/]

So+ Ay + A
1]

S1+ By + Bj,
1]

S1+ By + Bj
1)

Ao

Ay

By

Bi.

In Reactions [6.9] value of Z is directly control by A or B, based on the value of S.

6.3.4 Kinetic Analysis

Bistable bit reactions strive to retain the previous value of Z. However, when the

inputs of a gate change and molecules of one of Zy or Z; are transferred to the other,

the “force” to keep the previous value set by bistable bit reactions is overcome by the

“force” changing it.
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Consider an AND gate with initial concentrations Zy = 0 and Z; = C, and the

following reaction resetting Z to 0:
Xo+ Z1 - Zo + Xo. (6.10)
Here, concentration of Xy is [X(] = C. Considering bistable reactions for Z

Zo+ 71 5 Sy
Sy, + 70 = 37
Sy + 71 L) 371,

rate of change of Zj is

d[Zo]
dt

= —k[Zo][Z1] + 2k[Sz][Zo] + k[ Xo][Z1]

= —k[Zo][Z1] + 2K[Sz][Z0] + kC[Z1].

Since [Zo] < C, kC[Z1] > k[Zo][Z1], d[Zp]/dt > 0, and Z; is continually transferred to
Zy until finished.

Similar results can be obtained for other gates and cases that set Z to 1.

6.4 Implementing Sequential Logic

6.4.1 Clock

Sequential operations require a clock with alternating phases. There have been
considerable progress towards synthesizing in vitro biochemical oscillators [60, 611, [62].
In this work, we use the clock presented in [I7], which is a 4-phase oscillator based on
molecular transfer gates.

The clock phases are represented by molecular types R(ed), G(reen), B(lue), and

V (iolet). First consider the reactions:
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-
5

g Sy g R+r = R
o Sy g Gt+g - @
kslo k
g oy md B0 = B
g Sy, Vio 5 oW
(6.11) (6.12)

In Reactions the molecular types r, g, b, and y are generated slowly and
constantly. Here the symbol & indicates “no reactants” meaning the products are
generated from a large or replenishable source. In Reactions the types R, G, B,
and Y quickly consume the types 7, g, b, and y, respectively. Call R, G, B, and Y the
phase signals and r, g, b, and y the absence indicators. The latter are only present in

the absence of the former. The reactions

~
2,
[9)

R+v = G
G+r lm B
B+g Sy vy (6.13)
Vb Sy R

transfer one phase signal to another, in the absence of the previous one. The essential
aspect is that, within the RGBY sequence, the full quantity of the preceding type is

transfered to the current type before the transfer to the succeeding type begins.
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To achieve sustained oscillation, we introduce positive feedback. This is provided

by the reactions

o

206G =y,
2l = 4G
R+Is = 3G
2B Sy
2y = 4B
G+Ip = 3B
oy Sy (6.14)
oy X5 4v
B+Iy = 3v
9OR Sy p
2In —5 4R
Vi+lp = 3R

Consider the first three reactions. Two molecules of G combine with one molecule of
R to produce three molecules of G. The first step in this process is reversible: two
molecules of G can combine, but in the absence of any molecules of R, the combined
form will disassociate back into G. So, in the absence of R, the quantity of G will not
change much. In the presence of R, the sequence of reactions will proceed, producing
one molecule of G for each molecule of R that is consumed. Here, all reactions are
expressly designed to have two reactants; as discussed before, this permits us to map
the reactions to DNA strand displacement reactions effectively. Due to the first reaction,
the transfer will occur at a rate that is super-linear in the quantity of G; this speeds up
the transfer and so provides positive feedback.

Suppose that the initial quantity of R is set to some non-zero amount, and the initial
quantity of the other types is set to zero. We will get an oscillation among the quantities

of R, G, B, and Y. We choose two nonadjacent phases, G and V', as the clock phases.
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6.4.2 D Latch

A D latch has two inputs, the latch input D and an enable signal, and one output
Q (Figure[6.4(a)). V combines Dy or D; to generate an equilibrium amount of Qf or
@', which determine the transfer between Qo and ;. When V is absent, ) retains
its previous value. When the enable signal is 0, the latch holds the last input value
that it saw when the enable signal was still 1. We could, of course, implement such
a D latch with cross-coupled NOR gates, as in electronic circuits. Instead, we present
a direct implementation based upon our bistable construct for binary values. Indeed,
Reactions 0 provide a state-locking mechanism. Based on those reactions, we introduce
an enabling signal C'LK such that value of the input is transferred to output only when
CLK =V. When CLK = G, the state-locking mechanism holds the output value.

The D latch is implemented by following reactions:

V+Dy =5 V+Dy+Q

V4+D = V+Di+Q,
200 f} ? (6.15)
207 — o

Qo+ Q1 55 Qo

QA+ = Qu

With enabling type V is present, the first two reactions generate Q;, or @}, with presence
of input signals Dy or Dq, respectively. The next two reactions ensure that molecules
of Q (Q}) do not accumulate when there are no molecules of Dy (D1) in presence.

Finally, the last two reactions set ) to 0 or 1, in accordance with presence of @, or Q.

6.4.3 D Flip-Flop

Unlike a latch, a flip-flop reacts to changes in its enabling signal. If the enabling
signal is clock, then the flip-flop only grabs its input on the rising edge of the clock, that

is to say when the clock signal changes from 0 to 1. We implement a D flip-flop with a
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master-slave configuration of D latches, as shown in Figure (b) In this configuration,

the signal D goes through two D latches in series. When CLK = G, the master latch
is enabled and the value of D passes through it. Meanwhile, the slave latch retains its
previous value. When C' LK turns to V, the master latch is switched off and retains its
previous value. At the same time, slave latch is enabled and the value from the master

latch passes through. This mechanism is implemented by the following reactions:

CLKy+ Dy — CLKy+ Do+ M,
CLKy+ Dy — CLKy+ Dy+ M|
2M -~
2M -~ 2
My+ M, =5 M
M+ My, = M (6.16)
CLK, +My -5 CLK, + M+ Q) '
CLK,+ M, — CLK,+ M + @,
2Q = o
2Q} -~ 2
Q+Q1 — Qo
Q) + Qo - Q.

We also include the bistable bit operation reactions for M and Q. In the set of Re-
actions the first six reactions implement the master latch, which is enabled by
CLKj. The slave latch, enabled by C' LK, takes My and Mj, the output of the master
latch, as its input signals. It is implemented by the last six reactions.

The transient simulation results are shown in Figure [6.4(c—f). Maximum strand
displacement rate constant gq, = 10M~1s~!; initial concentration of auxiliary species
Cinaz = 10uM. They are obtained by simulating DNA strand-displacement reactions
mapped from Reactions Clearly, the output @) follows the value of D only at rising
edges of the CLK signal.
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Figure 6.4: Sequential components: D latch and D flip-flop. (a) Signal transfer of a D
latch. (b) Schematic of a D flip-flop. (c) D latch with an external perfect clock which
provides square-wave phase signals. (d) D latch with oscillator described in Section
as input clock. We see that @ follows D only when [CLK] is significantly large. (e) D

flip-flop with perfect input clock. (f) D flip-flop with oscillator as input clock. We see
that @ follows D only when [C'LK;] significantly increases.
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6.5 Examples

We demonstrate three full-fledged examples of digital designs implemented with
molecular reactions: a combinational digit-serial square-root unit, an asynchronous

three-bit binary counter, and a synchronous linear feedback shift register (LFSR).

6.5.1 A Square-Root Unit

We implement a square-root unit [63] with our constructs for logic gates (The design
presented here is with a 4-bit output). It consists of 14 controlled add subtract cells
(CAS). a7 is the most significant bit of input; ag is the least significant bit. g3 is the
most significant bit of output; qo is the least significant bit. There are eight gates in
each CAS. Each gate is implemented by corresponding molecular reactions discussed in
previous section. The unit computes square-root in a systematic way and can be easily
extended to n-bit output, for values of n > 4.

Figure [6.5] shows the schematic and simulation results of the square-root unit. Max-
imum strand displacement rate constant gme, = 10°M ~1s~!; initial concentration of
auxiliary species Cpuqr = 10pM. In Figure (c), the input values for the system are
arag---apg = 10101001, arag---ap = 01100001, ayag---ag = 01111111, respectively.
The outputs correctly show the square root of the input values. We see that the less
significant bits reach the correct levels more slowly than more significant bits, because

the values of the former depend on the values of the latter.

6.5.2 A Binary Counter

We then apply our method to sequential logic circuits, as shown in Figure An
asynchronous binary counter is shown in Figure a). It is similar to that shown
n [58], but implemented with our master-slave D flip-flop. In this counter, clock is
used as the input of the first stage. The circles in the figure denote inversion. However,

no inversion reaction is actually required, since we can simply feed output of a stage
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Figure 6.5: Examples: a square-root unit. (a) Schematic of a CAS. (b) Schematic of
the unit. (c) Transient behaviors of the unit with inputs set to arag - --ag = 10101001,
arag - - - ag = 01100001, ayag---ag = 01111111, respectively.
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to the opposites of its input and clock of next stage. For example, Q8 is transferred
to DY. Figure (b) and Figure (c) show the transient system responses with an
external perfect clock and with oscillator described above as clock. Maximum strand
displacement rate constant gq, = 10M ~1s~1; initial concentration of auxiliary species
Cinaz = 10uM . k = 3kgo- With the perfect clock, the system behaves almost perfectly
as a binary counter. With the oscillator, signals degrade when clock changes. However,

their logic value are generally preserved.
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Figure 6.6: Examples: a three-bit counter. (a) Schematic of the three-bit counter. (b—c)
Transient behavior of the counter. We see that the counter counts from “000” to “111”
in eight cycles. (b) Input clock is an external perfect clock which provides square-wave
phase signals. (c) Input clock is the oscillator described in Section

Full list of reactions implementing the counter unit is provided in Section

6.5.3 A Linear Feedback Shift Register

The third example is a three-bit LESR (Figure . It generates pseudo-random bit
strings. It contains three D flip-flops and one XOR gate. All D flip-flops are synchronized
by CLK signal. Output B and C are XORed and fed back to the first flip-flop. Similar
to the counter, perfect clock generates nearly perfect system behavior and using internal
oscillator as clock yields degraded yet discernible output signals. Here, again, Maximum
strand displacement rate constant gqa. = 10°M ~1s~!; initial concentration of auxiliary
species Cgr = 10uM. k = 3kso0-

Full list of reactions implementing the LFSR unit is provided in Section
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Figure 6.7: Examples: a linear feedback shift register. (a) Schematic of the LFSR.
(b—c) Transient behavior of the LFSR. We see that starting from “111”, all possible
values of “ABC”, except “000”, are visited. (b) Input clock is an external perfect clock

which provides square-wave phase signals. (c¢) Input clock is the oscillator described in
Section [6.4.1]

6.6 Discussion

Most prior schemes for molecular computation depend on specific values of the rate
constants, which limits their applicability since the rate constants are not constant at
all; they depend on factors such as cell volume and temperature. The results of the
computation are not robust. We aim for robust constructs: in our methodology we
require only a coarse value for the kinetic constants. Given the coarse value for these
constants, the computation is exact. It does not matter how fast the reactions are —
only that all reactions fire at relatively similar rates.

Our implementation of latch based on the bistable bit operation reactions is efficient
— the value of a bit is secured with positive feedback kinetics within the bit. This idea
leads to a much more concise design than traditional designs with cross-couple logic
gates. Flip-flops presented in [4] require 60 reactions each. In contrast, each D flip-flop
is implemented by 18 reactions in our work.

The system can be further optimized. Previously we assume bistable bit operation
reactions are applied to every binary bit in the system. However, for some binary bits,
these reactions can be removed without compromising signal integrity, especially for

systems without loops. Along a signal path, bit operation reactions can be applied to



87

one bit of every three/four bits as “signal regulators”. The places to put these reactions
depend on system structure, precision of reaction constants of the implementation, etc.
For example, erroneous residues/leakage are more likely to accumulate in systems with

loops, therefore more bistable reactions are required, possibly for every bit.



Chapter 7

Conclusions and Future

Directions

7.1 Summary

This dissertation addresses the synthesis and implementation of digital signal pro-
cessing operations in an entirely new application domain: molecular computing. In
contrast to electronic systems, where signals are represented by time-varying voltage
values, in molecular systems signals are represented by time-varying quantities of differ-
ent molecular types, such as DNA. Through custom DNA synthesis, molecular systems
consisting of specific types can be synthesized and manipulated. The challenge in per-
forming molecular computation is that the chemical reactions operating on these types
fire asynchronously and in parallel.

Techniques for analyzing the dynamics of biological systems are well established.
However, synthesizing computation with such mechanisms requires new techniques —
and an entirely new mindset. Building upon very promising results, the dissertation
develops a full methodology for synthesizing robust digital logic and signal processing

operations with molecular systems. The key idea underpinning the methodology is a
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technique for rate-independent chemical computation: a way of structuring chemical
reactions such that they produce specific quantities of output types as a function of
quantities of input types, regardless of the rate at which the constituent reactions fire.
Synthesis first will be performed at a conceptual level, in terms of abstract biomolecular
reactions — a task analogous to technology-independent synthesis in integrated circuit
design. Then the results will be mapped onto specific biomolecular components, selected
from libraries — a task analogous to technology mapping in integrated circuit design.
The dissertation addresses the following design challenges: transforming time-domain
signals into spectral-domain signals by Fast Fourier Transform (FFT) operations; im-
plementing general filtering operations such as high, low, and band-pass filtering; and
implementing sequential digital logic. (In all cases, the inputs and outputs are time-
varying quantities of molecular types. For instance, in the case of an FFT, the output
is a time-varying quantity that corresponds to the frequency of the changes in the input
quantity.) All designs are translated to DNA-strand displacement reactions. Potential

applications include drug delivery, cancer treatment and biochemical sensing.

7.2 Future Directions

In the future, the impact of specific DSP constructs such as pipelining, retiming,
folding and unfolding on biomolecular designs will be investigated. The methodology
will be developed and evaluated both in a conceptual sense and in a practical sense. the
proposed research will transform disciplines such as genetic engineering of drug-delivery
systems. Currently, a costly, ineffective ad-hoc approach prevails. With robust and rate-
independent techniques for implementing operations such as digital signal processing,
much more effective systems will be developed.

A second future direction is to further optimize the systems. Numbers of reac-

tions and number of molecular species can be further minimized at architecture level,
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abstract molecular level, and DNA level. An optimized system leads to better DNA

implementability.

Another future direction is to physically implement the designed systems with DNA.
Although the mapping of abstract molecular reactions to DNA strand displacement
reactions has been demonstrated in [4], the designs we presented in this dissertation
have yet been physically implemented. We expect non-idealities such as buffering effects
could affect computation accuracy and sustainability of oscillation. Automatic design

aids will be studied based on experimental results.
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Appendix A

List of Molecular-Level Reactions

of Synchronous Systems

A.1 Synchronous FIR filter

Clock reactions:
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Blue phase signal transfer:

Red phase signal transfer:

Computation:
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A.2 Synchronous IIR filter

Clock reactions:
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Blue phase signal transfer:

B+X % A4+D +B
B+Dy % F1C+D,+B
B+Dy =% H{E+B.
Red phase signal transfer:
R+D, % D +R
R+D, ¥ D,+R.

Computation:
24 St 4,
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20 =t
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20, ety
oF Mt p,
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oF, Mt x
oH et pp,
OH, =t p,
9H, st x.



A.3 FFT Unit

Clock reactions:
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A.3.1 Direct Implementation

Bulffers:
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Signal transfers:
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A.3.2 Two-Parallel Implementation

Switch reactions:
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Blue phase signal transfer reactions:
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Positive-negative cancellation reactions:
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Appendix B

List of Molecular-Level Reactions

of Digital Logic Systems

B.1 Binary Counter

Clock reactions:
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M2+ Mg
M+ M?
Mg + Qg
M+ Qg
2Q¢
2Q7
QF + Q3
¢+ Q1
Q%+ Q?
S+ Q5
S+ Q3

o o 14 o o & o o o o o o o o o
7] n 74 n 7] 74 7] 7] 7} 74 7] 74 7 7] n

MP +QF + Qf
M@ + Q%+ Q}
%)
%)
Mt
Mg

¢+ Mg+ Qg
QF + M{ + Qp
%)

16}

2
1

2
0

2
5o
3Q3
3Q2.

114



115
B.2 Linear Feedback Shift Register

Clock reactions:

o

W
iy 4

2S5, 258, +r

r+ R

E
@

v+ R
285,

e

W
iy 4

g+G

E
sy

r+ G
2.5,
b+ B

e 9]

<

g+ B
25,

P

W‘ w

v+ V
b+ V

w
)
J/S

'
k
~

=y

2R
21n
Ir+V
2G
21
I+ R
2B

f
il
o
17}

4R
3R

J/f
iy
14
7}

'
k
~

Q

f
i
o
7]

4G
3G
Ip
4B
3B

7oz
o &

oI5
Ig+G
2V
21y
Iy + B

lﬂw‘ lj
= e
14 o
7} »

&
£
~

<

4V
3V.

lf f
= =
14 o
7} 7



D flip-flop 1:
Xo+ R
X1+R
2MA
2MA
MA + Mg
M + M
Mg +B
M{+ B
24
24
Al + Ag
Ay + Ay
Ap + Ay
Sa+ Ao
Sa+ A

o o o o
74 74 7] n

o 14 o
74 74 7]

J/:W‘ f
o o
n 7]

e
Ny

FEEEFEE
[ - O S -
n o |n | |z  |w |=®

3Ao
3A;.
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D flip-flop 2:
Ao+ R
A1+ R
2M(P
2M7B
M8+ MP
MB + MP
MP +B
ME+B
2B
28]
B + By
By + By
By + By
S+ By
Sp + B

= = = =
I I 14 o
7 7 7} 7

= = =
I o 14
7 7 7]

lj l:v
- -
o o
7 0

b
ey

= = = = S
14 14 I & 14 o
7} n 7 j7) 7} 7

M{)B+A0+R
M{B+A1+R
%]

16}

3By
3B.
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D flip-flop 3:
By+ R
B+ R
2M°
2M;¢
M€+ M§
M+ Mf¢
M§ + B
M + B
20}
2C
C1+ Co
Cy+ Cy
Co+ Ch
Sc + Cy
Sc+ Ch

XOR gate:

o o o o
7} 7 7] 7}

o o o
74 74 7]

E f
o o
» n

o
2

FEEEEE
[ B O S -
n o |n | |z  |n =

x|z
& 5
j23 J23

=
o

- - ) -
o o o o o
7 0 w 7 0

f
I
n

M +By+ R
M{C +B1+R
%)

@

MY

Mg

Cy+M§ + B
Cr+ME +B
%)

@

Ch

Co

Sc

3Cy

3C.

By + Cy + X|
B+ Cy + X1
By + Cy + X},
By + C + X
%)

&

Xo

X1.
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B.3 Square Root Unit

v10 + v10
vll +v10
vll 4+ o1l
v10 4+ v11
pdd10 + pdd10
pddl1l + pddl1

pdd1l + dd10
pdd10 + dd11
a60 + aall
dd10 + aall
a6l + ddl11

paall + paall

paall + aal0
v10 + abll
dd10 + abll
vll +dd11
pabll + pabll
pabll + abl0

v10 4+ acll
ab0 + acll
vll + ab1
pacll 4 pacll
pacll + acl0
aall + 0al0

L e S

v10 4+ v10 4 pdd10
v1l + v10 4 pdd11
v1l 4+ v11 4 pdd10
v10 + v11 4 pdd11
nth
nth

ddl1

dd10

a60 + aal0

dd10 + aal0

a6l 4 dd11 + paall
nth

aall

v10 + abl0

dd10 + abl0

v1l + dd11 4 pabll
nth

abll

v10 + acl0

v10 + acl0

v1l 4 a6l + pacll
nth

acll

aall 4+ oall
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abll + 0al0
aal0 4+ abl0
poal0 + poal0O
poall + oall
oall + ¢300
acll 4 ¢300

0al0 + acl0
pc300 + pc300
pc300 + 301
¢300 + ¢301
€300 4 Sc30
¢301 4 5¢30

dd10 + a60
dd11 4 a60
ddl1l + ab1
dd10 + a61
pxall 4+ prall
prall 4+ prall

pxalld 4+ zall
prall + zalO
zal0 4 v10
zall 4+ v10
rall + 011
zal0 4+ v1l

R e e L e g L

abll 4+ oall

aal0 + abl0 + poal0
nth

0al0

oall 4 ¢301

acll + ¢301

0a10 + acl0 + pc300
nth

300

Se30

3¢300

3¢301

dd10 + a60 + pxalO
dd11 4+ a60 + pzall
dd11 + a6l + pxalO
dd10 + a6l + pxall
nth
nth

zal0
zall
zal0 + v10 + pr200
zall 4+ v10 4 pr201
zall 4+ v11 + pr200
zalO 4+ v1l 4 pr201
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pr200 4 pr200
pr201 + pr201
pr200 4+ r201
pr201 + 200
7200 + 7201
r200 4 S720

r201 + Sr20
v10 + v00

v1l + 000

v1l + 001

v10 + v01
pdd20 + pdd20

pdd21 + pdd21
pdd21 + dd20
pdd20 + dd21
a70 + aa2l
dd20 + aa21
a7l + dd21

paa2l 4 paa2l
paa2l + aa20
300 + ab21
dd20 + ab21
c301 + dd21

o e e N e e e P

pab21 + pab21

nth
nth
r200
r201
Sr20
3r200

e

3r201

v10 + v00 4 pdd20
v11 + v00 + pdd21
v1l 4+ v01 + pdd20
v10 4+ v01 + pdd21
nth

nth

dd21

dd20

a70 + aa20

dd20 + aa20

a7l + dd21 + paa2l

nth

aa2l

¢300 + ab20

dd20 + ab20

¢301 + dd21 + pab21
nth
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pab21 + ab20
c300 + ac21
a70 + ac2l
c301 4+ a’l
pac2l + pac2l
pac2l 4 ac20

aa2l + 0a20
ab21 + 0a20
aa20 4 ab20
poa20 + poa20
poa20 + oa21
0a21 + q30

ac2l + q30
0a20 + ac20
pq30 4+ pg30
pq30 + ¢31
g30 + ¢31
q30 + Sq3

q31 + Sq3
q30 + v10
g31 +v10
g3l +vll
g30 +v11
pdd30 + pdd30

I= = |= |~ |~ | L e L e e L o o I= |~ = |~ |- |

ab21

300 + ac20
c300 + ac20

c301 + a7l 4 pac21
nth

ac21

aa2l + oa2l

ab21 + oa21

aa20 + ab20 + poa20
nth

0a20

oa2l + ¢31

ac2l + ¢31

0a20 + ac20 + pg30
nth

q30

Sq3

3q30

3q31

q30 4+ v10 + pdd30
q31 + v10 + pdd31
q31 + v11 + pdd30
q30 + v11 + pdd31
nth
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pdd31 + pdd31
pdd31 + dd30
pdd30 + dd31
a40 + aa3l
dd30 + aa31
a4l + dd31

paadl 4 paa3l
paa3l + aa30
¢30 + ab31
dd30 + ab31
q31 + dd31
pab3l + pab3l

pab31l + ab30
q30 + ac31
a40 + ac31
g31 + a4l
pac3l + pac3l
pac3l + ac30

aa3l 4 0a30
ab31 + 0a30
aa30 + ab30
poa30 + poa30
poa30 + oa3l
oa3l 4 c200

o L Lo L o e e e e e e

nth

dd31

dd30

a40 + aa30

dd30 + aa30

a4l + dd31 + paa3l

nth

aa3l

q30 + ab30

dd30 + ab30

q31 + dd31 + pab31
nth

ab31

¢30 + ac30
q30 + ac30

q31 + a4l + pac3l
nth

ac31

aa3l 4 oa3l

ab3l + oa3l

aa30 4+ ab30 + poa30
nth

0a30

oa3l + c201
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ac31 + c200
0a30 + ac30
pc200 + pc200
pc200 + c201
c200 + c201
c200 + Sc20

c201 4 5¢20
dd30 4 a40
dd31 + a40
dd31 + a4l
dd30 + a4l
pxa30 + pra30

pradl + pra3l
pra3d0 + zadl
pxra3dl 4+ za30
za30 + ¢30
za3l + ¢30
za3l + q31

za30 4+ ¢31
pr100 4+ pr100
pr101 + pri01
pr100 4+ r101
pr101 + 100
r100 + 7101

L e e e e  a

ac31 4 201

0a30 + ac30 + pc200
nth

c200

Sc20

3c¢200

3c201

dd30 + a40 + pza30
dd31 + a40 + pzra3l
dd31 + a4l + pxa30
dd30 + a4l + pzra3l
nth

nth

za30

za3l

za30 + ¢30 + pr100
za3l 4+ ¢30 4+ pr101
za3l + ¢31 + pr100

za30 + ¢31 + pr101
nth

nth

r100

r101

Sr10
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r100 + Sr10 —
r101 + Srl0 —
g30 +¢31 -
g31 +q31 =
g3l +¢30 -5
730 + 30—
pddA0 + pdd40
pddAl + pddal
pddAl + dd40
pdd40 + dd41
ad0 + aa4dl
dd40 + aa4l
a5l + dd4l
paadl + paadl LN
paadl + aad0 LN
200 + abdl —
dd40 + abdl
201 + dda1l 5
pabdl + pab4l kK,
pabdl + abd0 5
200 + acdl —
ab0 + ac4l L)
201 + abl —
pacdl + pacdl LN

bbbl b b

3r100
3r101
q30 + ¢31 + pdd40
q31 + ¢31 + pdd4l
q31 + ¢30 + pdd40
q30 + ¢30 + pdd41

nth

nth

ddal

dd40

a50 + aa40
dd40 + aa40

abl 4 dd41 + paadl
nth

aadl

c200 + ab40

dd40 + ab40

201 + dd41 + pab4l

nth

ab4l

200 + ac40

€200 + ac40

c201 4+ ad1 + pac4l
nth
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pacdl + ac40
aadl + 0a40
ab4l + 0a40
aad0 + ab40
poad0 + poad0
poa40 + oa4l

oa4l + c210
acdl + c210
0a40 + ac40
pc210 + pc210
pc210 + 211
c210 + 211

c210 + Sc21
211 + Sc21
dd40 + a50
dd41 + a50
dd41 + abl
dd40 + ab1

pxad0 + pradl
pzradl + pra4dl
pxradl + xzadl
pxadl + xad
za40 + c200
zadl + c200

e e e L

ac4l

aadl + oadl
abdl + oadl

aad0 + ab40 + poad0
nth

0a40

oadl + c211

acdl + c211

0a40 + ac40 + pc210
nth

c210

Sc21

3c210
3c211
dd40 4 a50 + prad0
dd41 + ab0 + pradl
dd41 + ab1 + pxad0
dd40 + abl + pzadl

nth

nth

za40

zradl

za40 + 200 + pr110
zadl + c200 + prill
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xa4l + 201
xa40 + c201
pr110 + prl1l10
prl1ll + prill
prl110 4 r111
prl1ll + 110

r110 +r111
r110 4+ Srll
r111 4+ Srll
q30 + ¢30
g31 + ¢30
q31 + ¢31

q30 + ¢31
pdd50 + pdd50
pdd51 + pdd51
pddb1 + dd50
pdd50 + dd51
7200 + aadl

dd50 + aabl
r201 + dd51
paadl + paadl
paadl + aad0
c210 + ab51
dd50 4 abd1

e e T e o

ra4l + c201 + pr110
xa40 + c201 + prill
nth
nth
r110
rlll

Srll

3r110

3rlll

¢30 + ¢30 + pdd50
q31 + ¢30 4 pdd51
q31 + g31 + pdd50

q30 + ¢31 + pdd51
nth

nth

dd51

dds0

r200 + aa50

dd50 + aa50

r201 4+ ddb1 + paabl
nth

aadl

c210 + abd0

dd50 + ab50



c211 4 ddb51
pabdl + pabbl
pabdbl + abb0
c210 + acd1
r200 + acdl
c211 4+ 7201

pacbl + pachl
pacd1l + acd0
aadl 4 0ad0
abd1 + 0ad0
aad0 + ab50
poad0 + poadb0

poab0 + oabdl
0adb1 + q20
acdl 4 q20
0a50 + acd0
pq20 + pq20
pq20 + 21

q20 + ¢21
q20 + Sq2
q21 + Sq2
q20 4 v10
q21 4+ v10
q21 4+ v11

R e e e L A P

c211 + dd51 + pabd1
nth

abbl

210 4 acd0

210 4 acd0

c211 4+ r201 + pacd1

nth

acdl

aadl 4 0adl

abbl + oabl

aab0 4+ ab50 + poab0
nth

0ab0

oadbl + q21

acdl 4 q21

0a50 + acb0 + pq20
nth

q20

Sq2
3¢20
3q21
q20 4+ v10 + pdd60
q21 + v10 + pdd61
q21 + v11 + pdd60
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q20 +v11
pdd60 + pdd60
pdd61 + pdd61
pdd61 + dd60
pdd60 + dd61
a20 + aabl

dd60 + aab61
a2l 4 dd61
paabl + paabl
paabl 4+ aa60
q20 + abb1
dd60 + ab61

q21 + dd61
pab6l + pab61
pab61 + ab60
q20 + acb1
a20 + ac61
q21 + a2l

pacbl + pacbl
pacbl + ac60
aabl + 0a60
ab61 + 0a60
aa60 + ab60
poab0 + poat0

L e e O O R P

q20 4+ v11 + pdd61
nth

nth

dd61

dd60

a20 + aa60

dd60 + aa60

a2l + dd61 + paabl
nth

aabl

q20 + ab60

dd60 + ab60

q21 + dd61 + pab61
nth

ab6l

q20 + ac60

q20 + ac60

q21 + a2l + pacb1

nth

ac6l

aabl + oa61

abbl + oabl

aa60 + ab60 + poa60
nth
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poab0 + oabl
0a61 + ¢100
ac6l 4 ¢100
0a60 + ac60
pcl100 + pcl00
pcl00 + 101

c100 + 101
c100 + Sc10
c101 + Scl0
dd60 + a20
dd61 + a20
dd61 + a2l

dd60 + a2l
pxab0 + prabl
pxrabl 4+ prabl
pxab0 + zabl
prabl + xa60
za60 4+ q20

zabl + q20
xabl + q21
xa60 + ¢21
pr000 + pr000
pr001 4 pr001
pr000 + 001

e e S P [y R O o O R A

0a60

0a61 + 101

ac6l + c101

0a60 + ac60 + pc100
nth

c100

Scl0
3¢100
3c101
dd60 4 a20 + pra60
dd61 + a20 + prabl
dd61 + a2l 4 pza60

dd60 + a2l + prabl
nth

nth

za60

zabl

zab0 + ¢q20 + pr0o00

zabl + q20 + pr001
zabl + ¢q21 + pr000
zab0 + ¢q21 4 pro01
nth

nth

r000
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prO01 + 7000
r000 + 7001
r000 4 S700
r001 + S700

q20 + ¢21
@21 + ¢21

q21 + q20

q20 + q20
pdd70 + pdd70
pdd71 + pdd71
pdd71 + dd70
pdd70 + dd71

a30 + aa7l
dd70 4 aa7l
a3l 4 dd71
paail 4+ paa7l
paa’l + aa70
c100 4 ab71

dd70 + ab71
c101 + dd71
pabT1l + pab7l
pabT1 + ab70
c100 + ac?1
a30 4 ac7l

e e S S S

r001

Sr00

3r000

3r001

q20 + ¢21 4 pdd70
q21 + q21 + pdd71

q21 + q20 + pdd70
q20 + q20 4 pdd71
nth

nth

ddrl

ddr0

a30 + aa70

dd70 + aa70

a3l + dd71 + paa7l
nth

aa7l

c100 + ab70

dd70 + ab70

c101 + dd71 + pabT71
nth

ab7l

c100 + ac70

c100 + ac70
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c101 + a31
pactl + pacil
pac’l 4 ac70
aa’l + oa70
ab71 + 0a70
aa70 + ab70

poa70 4+ poaT0
poa70 + oa7l
0a7l 4 110
ac?l + c110
0a70 + ac70
pcll0 + pcll10

pcll0 + c111
c110 + c111
c110 + Scll
cl111 + Scll
dd70 + a30
dd7l + a30

dd71l + a31
dd70 + a31
pxa70 + pra7l
pzra7l + pratl
pxa70 + zaTl
pxra7l 4+ xza70

S S S

c101 + a31 4 pac’l
nth

ac’l

aa’l + oa’l
ab7l + oa7l

aa70 + ab70 + poa70

nth

0a70

oa7l + cl111
ac’l + 111

0a70 + ac70 + pc110
nth

cl110

Scll

3c110

3clll

dd70 + a30 + pza70
dd71 4+ a30 + pxraTl

dd71 + a3l + pxaT0
dd70 + a3l + pxa7l
nth

nth

za70

za’l
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za70 + c100
xa7l + 100
za7l 4 101
za70 4 101
pr010 4+ pr010
pr011 + pr011

pr010 4 r011
pr011 4010
r010 4+ r011

r010 + Sr01

r011 4+ Sr01

q20 4 q20

q21 + q20

q21 +q21

q20 + ¢21
pdd80 + pdd80
pdd81 + pdd81
pdd81 + dd80

pdd80 + dd81
r100 + aa81
dd80 + aa81
r101 + dd81
paa8l + paa8l
paal8l + aa80

bbbl ppprpl bbbl Pkl

xa70 + 100 + pr010
xa7l 4 100 + pr011
za7l 4 c101 + pr010
xa70 + c101 + pr011
nth
nth

r010

r011

Sr0l

3r010

3r011

q20 + q20 + pdd80

q21 + q20 + pdd81
q21 + 21 4 pdd80
q20 + g21 + pdd81
nth

nth

dd81

dd80

r100 + aa80
dd80 + aa80
r101 4+ dd81 + paa8l
nth

aa8l
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c110 4 ab81
dd80 + ab81
cl11 + dd81
pab81 + pab81
pab81 + ab80
c110 + ac81

7100 + ac81
cl11 + 7101
pac8l + pac8l
pac8l + ac80
aa81 + 0a80
ab81 4 0a80

aa80 + ab80
poa80 + poa80
poa80 + 0a81
o0a81 + c120
ac81 + 120
0a80 + ac80

pcl20 + pcl20
pcl20 + c121
c120 + c121
c120 + Scl2
cl21 + Sel2
dd80 + r100

Ll bl -l Pl

c110 + ab80

dd80 + ab80

c111 + dd81 + pab81
nth

ab81

c110 + ac80

c110 + ac80

cl11 + r101 + pac81
nth

ac81

aa81 + oa81

ab81 + 0a81

aa80 + ab80 + poal0
nth

0a80

oa81 + c121

ac81 + 121

0a80 4+ ac80 + pcl120

nth

c120

Scl2

3¢120

3cl121

dd80 4 r100 + pxa80
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dd81 + r100
dd81 + r101
dd80 + r101
pxad0 + pral80

pradl 4+ pra8l

= r b= = b ]

pra80 + za8l

pra8l + za80
za80 4+ 110
za81 + 110
za81 + c111
za80 + c111

= Im b = 1= ]

Pl blle

pr020 + pr020

pr021 + pr021
pr020 4 r021
pr021 4 r020
r020 + r021
r020 + Sr02
r021 4+ Sr02

q20 + ¢30
q21 + ¢q30
q21 + ¢31
q20 + ¢31
pdd90 + pdd90
pdd91 + pdd9I1

=l b= e b= ]

dd81 + r100 + pxa8l
dd81 + r101 4 pza80
dd80 + r101 + pxa8l
nth

nth

xa80

za8l

xa80 + 110 + pr020
za81 + c110 + pr021
za81 + c111 4 pr020
xa80 + c111 + pr021

n

nth
r020
r021
Sr02
3r020
3r021

q20 + ¢30 4 pdd90
q21 + ¢30 4 pdd91l
q21 + ¢31 4 pdd90
q20 + ¢31 4 pdd9l
nth
nth
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pdd91 + dd90
pdd90 + dd91l
r110 + aa91
dd90 + aa9l
r111 + dd91
paa9l + paa9l

paa9l 4+ aa90
€120 4 ab91
dd90 + ab9l
cl121 + dd91
pab9l + pab9l
pab9l + ab90

c120 + ac91
r110 4 ac9l
c121 +r111
pac9l + pac9l
pac9l + ac90
aa91 + 0a90

ab91 4 0a90
aa90 + ab90
p0a90 + poa90
poa90 4 0a91
0a91 + q10
ac9l + q10

N e e [ A ol o e e e e

dd9l

dd90

r110 + aa90

dd90 + aa90

r111 4+ dd91 + paa9l
nth

aa9l

120 + ab90
dd90 + ab90

c121 + dd91 + pab91
nth

ab9l

¢120 + ac90

c120 4 ac90

c121 +r111 4 pac91
nth

ac9l

aa91 + 0a91

ab9l + 0a91

aa90 + ab90 + poa90
nth

0a90

0a91 + ¢11

ac9l + ql1
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0a90 + ac90 K 0a90 + ac90 + pql0
pql0 + pql0 Xy nth
pql0 + ql1 LN q10
ql0+q11 5 Sq1
q10 4+ Sq1 =5 3410
gll1+Sq1 X5 3411
g10+v10 =5 10 + v10 + pdd100
11+ 010 =5 ¢11 + 010 + pdd101
qll +vll qll 4+ v11 + pdd100
ql0 4+ v11 q10 4+ v11 + pdd101
pdd100 + pdd100 nth
pdd101 + pdd101 nth
pdd101 + dd100 dd101
pdd100 + dd101 dd100
a00 + aal01 a00 + aal00
dd100 + aal101 dd100 + aal00
a01 4+ dd101 a01 + dd101 + paal01

paalOl + paal0l

paalOl + aal00
q10 4 ab101
dd100 + ab101
ql1 + dd101
pabl01 4 pabl01
pabl01 + ab100

Fllbll bbbl o)

nth

aal0l

q10 4+ ab100
dd100 + ab100

q11 + dd101 + padl01
nth

ab101
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q10 + acl01

a00 4 acl01

g1l + a01
pacl01 4+ paclOl
pacl0l 4 acl100
aal01 + 0al00

ab101 4 0a100
aal00 + abl100
poal00 4+ poal00
poal00 + 0al01
0a101 4 000
acl01 + 000

0a100 + ac100
pc000 + pc000
pc000 + c001
c000 + c001
c000 + Sc00
c001 + Sc00

== b = = ]

ql0 +q11
qll +q11
qll 4 q10
q10 +q10
pdd110 + pdd110
pdd111 + pdd111

SR

bbbl b

q10 + acl100

ql10 + acl00

q11 + a01 + paclO1
nth

acl01

aal0l + 0al01

ab101 4 0a101

aal100 4+ ab100 + poal00
nth

0a100

0a101 + c001

acl01 4 001

0a100 + ac100 + pc000
nth

c000

Sc00

3c¢000

3c001

q10 + q11 4 pdd110
qll + q11 + pdd111
q11 + q10 + pdd110
q10 + q10 + pdd111
nth
nth
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pdd111 + dd110
pdd110 + dd111
al0 + aalll
dd110 + aalll
all +dd111
paalll + paalll

paalll + aallO
c000 4 ab111
dd110 + abl11
c001 + dd111
pabl1l + pablll
pablll + abl10

c000 + aclll
al0 + aclll
c001 + all
paclll + paclll
paclll 4+ acll0
aalll 4+ 0al110

abl111 + 0a110
aall0+ abl10
poall0 + poall0
poallO + oalll
0alll 4 c010
acl1l + c010

O S e e

dd111

dd110

al0 + aallO

dd110 + aall0

all + dd111 + paalll
nth

aalll

c000 4 ab110

dd110 4 ab110

c001 + dd111 + pabl1l
nth

ablll

c000 + acl10

c000 4 acl10

c001 4 all + paclll
nth

aclll

aalll 4+ o0alll

ablll + oalll

aal10 + ab110 + poall0

nth

0all0

0alll + 011
aclll 4 c011
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0a110 + acl10 Xy val10 + acl10 + pc010
pc010 4+ pc010 = nth
pc010 + 011 =5 €010
010 + 011 55 Sc01
010 + Sc01  —5  3¢010
011 + Sc01  — 3011
q10 4 q10 q10 + q10 + pdd120
g1l + q10 q11 + 10 + pdd121
qll +ql1 q11 + q11 + pdd120
ql10 4+ q11 q10 + ¢q11 + pdd121
pdd120 + pdd120 nth
pdd121 + pdd121 nth
pdd121 + dd120 dd121
pdd120 + dd121 dd120
7000 + aal2l 7000 + aal20
dd120 + aal21 dd120 + aal120

r001 4 dd121
paal2l + paal2l

paal2l + aal20
c010 + ab121
dd120 + abl121
c011 + dd121
pabl21 + pabl2l
pabl121 + ab120

Flel= === ===~ ]~ I= = |~ |~ | |~

r001 + dd121 + paal2l
nth

aal2l

c010 + ab120

dd120 + ab120

011 + dd121 + pabl21
nth

abl121
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c010 + acl21
7000 + acl21
c011 + 7001
pacl21l 4+ pacl2l
pacl21 4 acl120
aal2l + 0al20

abl21 4 0al120
aal120 + ab120
poal20 4+ poal20
poal20 4+ 0al21
0al21 + c020
acl21 + 020

L o A S

c010 4 acl120

010 + acl20

c011 4+ 7001 + pacl21
nth

acl21

aal2l + 0al21

abl21 4 oal21

aal20 4+ ab120 4 poal20
nth

0a120

0al21 + c021

acl21 4 021

0a120 + acl120 0a120 + ac120 + pc020
pc020 + pc020 nth
pc020 + c021 020
020 + c021 Sc02
020 + Sc02 3¢020
021 + Sc02 3c021
g10 +q20 55 410 4 q20 + pdd130
gl1+q20 55 g11 4 q20 + pdd131
gll+q21 55 g11 4 21 + pdd130
ql0+¢21 =5 ¢10 + ¢21 + pdd131
pdd130 + pdd130 - nth
pdd131 + pdd131 =5 nth
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pdd131 + dd130
pdd130 + dd131
r010 + aal31
dd130 + aal31
r011 + dd131
paal3l + paal3l

paal3l + aal30
c020 4 ab131
dd130 + ab131
c021 + dd131
pabl31 + pabl3l
pabl3l 4 ab130

c020 + acl31
7010 + acl31
c021 + r011
pacl3l + pacl3l
pacl3l 4+ acl30
aal3l + 0al30

abl131 + 0a130
aal30 4 ab130
poal30 4 poal30
poal30 + oal3l
0al3l 4+ c030
acl31 4 030

Pl bl ol Pl bbbl bbb

dd131

dd130

r010 + aal30

dd130 + aal30

r011 + dd131 + paal3l
nth

aal3l

c020 + ab130

dd130 + ab130

c021 4 dd131 + pabl31
nth

abl3l

020 + acl30

020 + acl30

c021 4 r011 + pacl3l
nth

acl3l

aal3l 4 oal3l

abl31 4 oal3l

aal130 4+ ab130 4 poal30
nth

0al30

0al3l + c031

acl3l 4 c031
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0a130 4+ acl130 g 0a130 + acl130 + pc030
pc030 + pc030 = nth
pc030 + 031 5 030
030 + 031 55 Sc03
030 + Sc03  —  3¢030
031 + Sc03 5 3c031
q10 + ¢30 q10 + ¢30 + pdd140
ql1l 4 q30 q11 + ¢30 + pdd141
ql1+ ¢31 ql1 + ¢31 + pdd140
q10 + ¢31 q10 + ¢31 + pdd141
pdd140 + pdd140 nth
pdd141 + pdd141 nth
pdd141 + dd140 dd141
pdd140 + dd141 dd140
r020 + aal4dl 7020 + aal40
dd140 + aal4l dd140 + aal40

r021 4 dd141
paaldl + paaldl

paaldl + aal40
c030 + abl141
dd140 + ab141
c031 + dd141
pabldl + pabldl
pabl41 + ab140

Flel= === ===~ ]~ I= = |~ |~ | |~

r021 + dd141 + paaldl
nth

aal4l

c030 + ab140

dd140 + ab140

c031 4 dd141 + pabl41
nth

abl41
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c030 + acl4l
r020 + acl4l
c031 + r021
pacldl 4+ pacldl
pacldl + acl40
aal4l + 0al40

abl41 4+ 0a140
aa140 + ab140
poald0 + poald(
poal4d0 + oaldl
0al41 + ¢00
acl4l + q00

0a140 + acl40
pq00 + pq00
pq00 + 01
q00 + ¢01
q00 + Sq0
q01 + Sq0

bbbl bbbl pop g

030 + acl140
c030 + acl40

c031 4+ r021 + pacldl
nth

acl4dl

aaldl + oal4l

abl41 4 oal41

aa140 4 ab140 + poal40
nth

0a140

0al4l 4+ q01
acl4dl + q01

0a140 + ac140 + pq00
nth
q00
Sq0
3q00
3q01
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Appendix C

List of DNA-Level Reactions

In this chapter, we list DN A-level reactions for the moving-average filter and biquad
filter with RGB scheme. Each molecular reaction discussed in Chapter [3|is mapped to
DNA level using the method described in [4].

C.1 Moving-Average Filter

Keast
r+L = Hi+5B

Jmax

Y+B % 0
O1+1Ty dmasy

r+ Lo Hy + By

kfast
=
Jmax
Jmax

R+ By — O
Oy +1T5 dmax R

Kfast
g+Ls — Hs + B3

Qmax

G+B; % O
O3 +T3 ™% @
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b+ Ly
B+ By
Oy + 1Ty
b+ Ls
X + B;s
O5+T5
b+ Lg
R+ Bg
Og + Tg
G+ Ly
G+ By
O7 + 17
IG+ Lg
IG + Bg
Og—i—Tg
IG + Ly
R+ By
Og + Ty
r~+ Lig
G + Bio
O10 + T1o
B+ L1

B+ B
O11 + T

kfast

146
Hy+ By

Oy

Hs + By

H7 + By

IG

Hg + Bg

Os

Hgy + By



IB + Lqo
IB + Bio
O12 + T12
IB + L13
G + Bjs
O13 + T3
X+ Ly
X + By
O14 +T14
IX + L5
IX + Bl5
O15 + 115
IX + Lyg
G + Bis
O16 + The
g+ Li7
B+ By
O17 + T
Y + Lig
Y + Big
O18 + T1g
IY + Lqg

1Y + Big
O19 + T1g

kfast

kfast

Jmax

Qmag

Hiz3 + B3

O13

Hi4+ By
O14
IX
His + Bis

O1s

Hi6 + Bis
O16

B+ X
Hi7 + Biy

O17

Hig + Big
O1s
Y
Hig + Big

O1g
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IV + Ly
B+ BQQ
Oz + 1o
IY + Lo
X + B9y
Oy + Toy
A+ Lo
A+ Bo
O22 + T2
C + Log
C + B23
Oa3 + T3
g+ Loy
X + By
O24 + Ty
R+ L25
R+ B25
Oa5 + T
IR + Ly
IR + Bag
Oa6 + 16
IR+ Loz

B + Boy
O27 + 17

le}
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Hso + By

O90

Hy + By
O21

A+CH+Y
Hys + By

Oa2

Hsz + B3

Oa3

Hyy + By
O24
A+C
Has + Bos
Oas

IR

Hse + Bog

O96

Hy7 + Boy

Oa7
Y+R



IR+ Log
X + Bog
Oag + Thg

C.2 Biquad Filter

R+ Ly
r+ B
O1+Th
Ry + Lo
r+ By
Oz + 15
Y+L3
T+ B3
O3 + T3
G114+ Ly
g+ By
Os+ 1T,
Go+ Ls
g+ Bs
Os5 +T5
By + Lg

b+ Bg
Og + Tk

Keast

OJmax

qmax
dm a§

k

fast
ﬁé
Jmax

dm a§

Jmax

Hsg + Bog

Oag
A+C+ R

Hs + B3

O3

Hy+ By

Oy
G1
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Bs + Ly
b+ By
O7 + 1%
X+ Lg
b+ Bg
Os + T3
b+ Lg

R1 + By
Og + Ty
G1+ Lo
G1+ Bio
O10 + Tho
Iol + Ly
Ig1+ By
O11 + 11y
Igl + Lqo
Ry + By
O12 + T12
Igl1+ L3
Ry + B3
O3 + T3
b+ L1y

Ro+ By
O14+ Ty

H7; + By
Or
By

Hg + Bg

Hyo + Bio
O1o
Il

Hy + By

Gy

His + Bio
O12

G1

Hi3 + B3
O13

Go + Gy
Hiy+ By

O14
Ga
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Ga+ Lis
G2 + Bis
O15 + 115
Ig2 + L16
I62 + Bis
O16 + The
IG’2 =+ L17
Ry + By
O17 + 117
162+ Lis
Ri + Bis
O18 + T1g
r—+ L19
G1+ By
O19 + Thg
By + Lo
By + By
O20 + Tao
Ipl+ Lo
Il + B
O21 + Ty
Ipl + Lo

G1 + Bos
Ogg + Too

Q0| =

lB \LB : /H/%
o o

3 X% &

kfast
Qmax
Qmag

Jmax
mey

His + Bis

162

Hi6 + Bis
O16

Ga

Hi7 + By

O17

His + Big
O13

G+ Go
Hig + Big

O1g

Hsy + Bog
O20

Ipl

Hs1 + Boy
O21

By

Hjy + Bag

O22
By
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Il + Log
Go + Bas
Oa3 + T3
r+ Loy
Gy + Boy
O24 + Ty
By + Los
By + Bas
Oa5 + T
Ig2+ Log
Ip2 + Bog
Oa6 + 16
Ig2 + Loy
Gy + Boy
Oa7 + Tor
Ig2 + Log
G1 + Bag
Oas + Ty
X + Log
X + Byg
Oa9 + Tog
Ix + L3o

Ix + Bsg
O3o + T30

Qmag

Hsz + B3
Oa3

By + By
Hay + By
O24

By

Hys + Bos
Oas

Ig2

Hse + Bag

Oa6

Hy7 + Boy

Oa7

Hag + Bag
Oag

B+ B>
Hsg + Bog
O29

Ix

Hszy + Bsp

O30
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kfast
Ix+ L1 —
dmax
Jmax
G1+ Ba
dmax
O31 + T3
kfast
IX + L32 h
qII]aX
Gy+ By 3
Jmax
O3z + T3z .
kslow
g+ Lz —
Jmax
Jmax
By + Bag
Qma;
Os3+T33 —
kslovv
Y+ Ly —
Jmax
Y + B34 Jmayx
Jmax
Os4 + T34
kfast
IY + L35 h
Qmax
Iy + B3y M
Jmax
O35 + T35 .
kfast
Jmax
Jmax
By + B
Qma;
Ose +T36 —
kfast
Iy + Ly, —
dmax
By+ By; %
O T Jmax
37 + 137
kfast
IY + L38 h —
Qdmax
X + Bsg q_§ma
Jmayx

O3g + 133

H3i + B3y
O31

B+ X
Hso + B3
O32

By + X

Hss + B33

Ro+F+C

H3y + B3y

O34

Hss + Bss

O3s
Y

Hsg + Bsg

O3
Ro+F+C+Y

Hg37 + B3y

O37
H+FE+Y

H3g + Bsg

O3g
Ri+A+Y
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kslow
g+ Ly —
Jmax
qmax
By + Bag
qmax
O39 + T39
kslow
g+ Ly —
qII]aX
X + B4[) Qmag
19) Jmayx
40 + Tao
kslow
Rl + L41 D
Qmax
q

Oy41 + Ty dmax

kfast
IRl + Ly +—
Jmax
IRI + B42 Jmax
qmaX
Os2 + T2
kfast
AR

H3g + B3g
O3
H+F
Hyo + Byo
Ouo

Ri+ A
Hy + By
O

Irl

Hys + Bao

O

Il + Ly3 = Huz+ B3

dmax

Bi + Bys dmax Oys
Op+Tiys % Ry+F+C+R

kfast
Igl+ Ly +—

Jmax

Bs + Byy %

dma;

Oy +Tyy —
kfast
IR]. + L45 D —
Qmax
X + B45 Jmax
Qmax

Ous5 + Ty

kslow
R2 + L46 h
qmax

Ro + Byg dmay
Ou6 + T

Hyy + By

O
H+FE+ Ry

Hys + Bys
Ogs

R +A
Hys + Bag

Ou6
Ip2
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IR2 + Ly
IR2 =+ B47
Ou7 + Ty7
IRQ + L48
B + Bug
Oy + T
IRQ + L49
By + Byg
Ou9 + Ty
Ir2 + Lsg
X + Bso
Oso + T50
A+ Ly
A+ Bgy
Os1 + T51
A + Lso
Az + Bsa
Os2 + Ts2
Ag + Lss
Ay + Bss
Os3 + T53
C+ Lsa

C + Bsy
Os4 + Ts4

155

Hy7 + Byr

Our

Ry
Hyg + Byg
Oss
Ro+F+C
Hy9 + Bag
Oug
H+FE+ Ry
Hso + Bso
Oso
Ri+A+ Ry

Hs1 + Bs1

Os1

Ay

Hss + Bsa

Os2

Ay

Hs3 + Bs3

Os3

Y

Hsy + Bsy

Os4

Co



Cy + Lss
Cy + Bss
Oss + T55
Cy+ Lsg
C4 + Bsg
Os6 + T56
E + Ly

E + Bsr
Os7 + Ts7

Ey + Lsg
Es + Bsg
Osg + T5g

Ey + Lsg
E4 + Bsg
Osg + T59

F + Leo

F+ B60
Og0 + To0

Fy + Lg;
Fy + Bey
Og1 + To1

Fy+ Leo
Fy + Bga
Og2 + T2

kfast

Hss + Bss
Oss

Cy

Hsg + Bsg

Os6

Hs7 + Bsy

Hsg + Bsg

Os9

Hgo + Beo
Oso

Fy

Hg1 + Beg1
Oeg1

Fy

Hgo + Bsa

Oé2
X
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H + Lgs

H + B63
Og3 + 163

Hy + Lgy
Hs + Bgy
Og4 + Toa
Hy + Lgs

Hy + Bgs
Ogs + 165

C.3 FFT Unit

C.3.1 Direct Implementation

src+ Ly

src+ Hy
O1+T

r+ Lo

R+ Hy
Oy + T

v+ Lj

R+ Hj
03+T3

kfast

L

o)
B8
o
]

Hgz + Be3
Os3
Hy
Hgy + Bga

Oeg4
Hy

Hi+ B
O1
2src+r
Hsy + By
02

R

H3z + B3

O3
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158
src+Ly = Hy+ By
src+Hy, — Oy

Os+Ty 3 25rc+4yg
kf
g+Ls — Hs + Bs
G+Hs % 0O
Os+T5 % @
ks
r+Lg = Hg+ Bg
G + Hg (m( Og
Og + Tk dmx B
src+ Ly — Hy+ By
srce+ H;y — O

Or+T; 3% 25r¢+b

kf
b+Ls +=— Hg+ Bg
Qmax
B+Hs ™% 0Oy
08 + TS Jmayx B

ks
g+ Ly = Hy + By
B+Hy % 0O
Og+Ty 3 v
ks
src+ Ly = Hip+ Bio

src+Hyg — Oqp

O10 + Tho 2src+ v

Kf
v+Ly = Hyi+ B

V+H % 0y
On+Ty &% v



b+ Lqis
V + Hyo
O12 + T2
R+ L3
R+ His
O13 + T3
G+ Ly
G+ Hyy
O14 +T14
B+ Lis
B+ His
O15 + 115
V + Lig
V + Hig
O16 + The
IR+ L7
IR+ Hq7
O17 + T
IG + Lig
IG + Hig
O18 + T1g
IB —|—L19

IB + Hyg
O19 + T1g

Hiz3 + B3
O13
IR
Hi4+ By
O14
IG

His + Bis

1B

Hi6 + Bis
O16
1%
Hi7 + Biy
O17
4R
Hig + Big
O1s
4G
Hig + Big

O1g
4B

159



IV + Lo
IV + Hy
Oz + T2g
IR+ Loy
V + Hy
O21 + 191
IG + Log
R+ Hy
O22 + T2
IB + Los
G + Hos
Oa3 + T3
IV 4+ Loy
B+ Hyy
O24 + Ty
B + Los
Xp+ Hos
Oa5 + 15
B + Log
Xpn + Hog
Oa6 + 126
B+ Loy

XpC + H27
Oa7 + Ty

dm a§

Jmax

Hso + By
O90
4V
Hy + By
O21
3R
Hyy + By
Oa2
3G
Hsz + B3
Oa3
3B
Hyy + By
O24
3V
Hos + Bos

Oas

Dip+I11+ B

Hse + Bog

O96

Dlpn+ Iln+ B

Ha7 + Boy

Oa7

Dlpc+ Ilc+ B
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B + Log
Xpnc+ Hog
O + Tog
B + Log
D1+ Hoyg
Oa29 + Ty
B + Lgg
Dln + H30
O30 + T30
B+ L3
Dlec+ H31
Os31 + 151
B+ Lso
Dlnc+ Hsa
O3z + T3
B+ Lss
D2+ H33
O33 + T33
B+ L3y
D2n + H34
O34 + T34
B + Lgs

D2¢ + Has
O35 + T35

Hsg + Bog
Oas
Dlpnc+ Ilnc+ B

Hag + Bag

Oag
D2p+ 12+ B

Hsp + Bsg

O30
D2pn+ I2n+ B

H31 + B3y

031
D2pc+ I[2¢+ B

Hsy + B3

O3
D2pnc+ I2nc+ B

H3s + Bss

O33
D3p+ 13+ B

H3y + B3y
O34
D3pn+ 13n+ B

Hjss + Bss

O35
D3pc+ I[3c+ B



B+ L == Hsg+ Bsg
Jmax
D2nc+ Hsg dmag Os6

ks
B+ Ly; —
Jmax
D3 + Hsy dmax
Os7 + T3 %
ks
B+ Lz =
qmax
Dgn + H38 Jmax
Osg + T3 dmax
ks
B+Lyy —
qmax
D3c+ Hsg dmag
Os9 +T39 %
ks
B+ Ly +—
Qmax
D3nc+ Hyg dmas
O +Tyg %
ks
R + L41 =
qmax
O41 +Tn dmax
ks
R+ Ly —
Qmax
D2p+ Hyo (m)(
ks
R + L43 —
Qmax
D3p + Hys dmax
Jmayx

Ouz + T3

D3pnc+ I3nc+ B

Hj37 + Bsy

O37
I4+ B

Hsg + Bsg
O3g

I4n + B

H3g + B3y

I4c+ B

Hyo + Byo
Ouo
I4dnc+ B
Hy + By

O
D1+ R

Hys + Byo

O
D2+ R

Hy3 + B3

Os3
D3+ R
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R+ Ly
Dlpn + Hyy
Oyq + Tus
R+ Lys
D2pn + H45
Oys + Tys
R+ Lyg
D3pn + Hyg
Ou6 + Tue
R+ Lyy
Dlpc+ Hyy
Ou7 + Ty7
R+ Lyg
D2pC + H48
Oug + Tig
R+ Lyg
D3pc + Hyg
Ou9 + Thy
R+ Lsp
Dlpnc+ Hyg
Oso + T5o
R+ Ls

D2pnc + H51
Os1 + Ts1

ks

Jmax
Qmag

Jmayx

Hyg + Byy

Oua
Diln+ R

Hys + Bys

Oss
D2n+ R

Hye + Bas

Oss
D3n+ R

Hy7 + By
Our

Dlc+ R
Hyg + Byg
Oss

D2¢c+ R
Hyg + Bag
Oag

D3c+ R
Hso + Bso
Oso
Dlnc+ R
Hs1 + Bs;

Os1
D2nc+ R

163



=

R+ Lso Hso + Bsg
dmax
D3pnc + Hso dmag Os2
Oso+Tso % D3nc+ R
kf
IT+ Lss <=  Hs3+ Bss
qrnax
11+ Hss dmax Os3
Oss + Ty 2% 901+ 2M3
kf
12+ Lsy = Hs4+ Bsy
dmax
12+ Hsy m Os4
Osa + Ty 2% 2M2+4 2M4
kf
I3+ Lss =  Hss+ Bss
Jmax
13+ Hss dmay Oss

Os5 + 155 M‘ 2M1 +2M3n

kf
14 + Lsg f Hsg + Bsg
14 + Hsg dmax Os6
Ose + Tse 28 202+ 2M4n
kf
M4 + Ls7 q# Hs7 + Bsr
M4+ Hsr dmay Os7
Os7 +Tsr 3 2Mdpne
kf
M1 + Lsg q\ﬁ Hss + Bsg
M1+ Hsg m Oss
Oss +Tss 2% 201 4 202
kf
M2 + Lsg q;\ Hsg + Bsg
M2+ Hsg dmax Os9
Oso + The 2% 2014 202n
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M3+ Lgo
M3 + Hgo
Oeo + Tso
M4p + Le1
Mdp + Hg,
Oe1 + To1
I1ln + Lgo
I1ln + Hgo
Oe2 + T62
12n + Lgs
12n + Hgs
Oes + Ts3
I3n + Lea
I3n + Hgy
Oe4 + To4
I4n + Lgs
I4n + Hes
Os5 + Tt
Mian + Leg
MA4n + Hgg
Oe6 + To6
M1n + Lgy

M1n + Hgy
Og7 + To7

Qmag

e}
:
"

kf

o
dmax

Qmag

Jmax

=

Hgo + Beo
Oso

203 + 204
Hg1 + Bg1

Og1
203 + 204n

Hgo + Bsa

Og2
2M1n + 2M3n

Hgz + Be3

Os3
2M?2n + 2M4n

Hgy + Bga

Oga
2M1n + 2M3

Hgs + Begs

Ogs
2M?2n + 2M4

Hge + Beg

Oss

2M4pc
Hg7 + Bgr

Oe7
201n + 202n
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M?2n + Lgg q\ﬁ Hgs + Beg
M?2n + Hgg cm)( Ogs
Oes + Tos 2% 201n + 202
kf
M3n + Leg q# Hgg + Bey
M3n + Hgg dmax Og9
Ogo + Too % 203n + 204n
Kkf
M4pn + Lz q# Hr7o + B
M4pn + Hryg qla))( O
O +Tro % 203n + 204
kf
Ilc+ Ln q# H7 + Bn
Ilc+ Hpy qlm; Ony
On+Tn 3 2Mlc+2M3e
Kkf
I2¢+ Lz qé\ H7o + Bro
12c+ Hpp dmag Org
O+ Thy 5 2M2c+ 2M4c
Kkt
13c + L73 q# H73 =+ B73
13c+ Hys dmag O3
Oz +Trs % 2M1c+ 2M3nc
kf
T4c+ Lyy f H74 + Bry
T4c+ Hrpy (]m_a,)>( Or4
Oy +Toy % 2M2c+ 2Mdnc
Kkt
M4c + L75 f H75 —+ B75
Mic+ Hqps 2% 0Og
O75 + T75 qm—a); 2M4pn
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M1lc+ Lyg

Mle + H76
O76 + T76

M2c + L77

M2¢ + Hrr
O77 +Trr

M3c + L78
M3c + H78
Ors + Trs
M4pc + Lrg

M4pc + H79
Or9 + T

Ilnc+ Lgp
Ilnc+ Hgy
Oso + T30
12nc + Lg
12nc+ Hgy
Os1 + Tz1
I3nc+ Lgs
I3nc+ Hgo
Osz + Txo
I4nc + Lgs

I4nc + Hgs
Og3 + Tx3

qIIlax
Qmag

Jmax

H76 + Bre

O
201c + 202¢

H77 + Bry

O77
201c¢c + 202nc

Hr7g + Brg

O7s
203c¢ + 204c

Hr9 + Brg

O
203c¢ + 204nc

Hgoy + Bgp

Oso
2M1nec + 2M3nc

Hg; + Bs;

Os1
2M?2nc + 2M4nc

Hgs + Bgo

Ogo

2M1nec + 2M 3c
Hgs + Bg3

Oss
2M2nc + 2M4c
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M4nc + Lgy q: Hgy + Bgy
MA4nc + Hgy qia’; Og4
Osa+Tos ™% 2M4p
kf
M1nc + Lgs f Hgs + Bss
M1nc + Hgs dmass Ogs
Oss + Tys CM‘ 201nc + 202nc
kf
M2nc + Lgg q# Hzgs + Bsg
M?2nc + Hgg dmas Osg
Ose +Tge 2% 201nc + 202¢
kf
M3nc + Lgy q: Hg7 + Bsr
M3nc + Hgy CM‘ Og7
Ogr +Tsr % 203nc + 204nc
kf
M4pnc + Lgg q;‘ Hgs + Bss
MA4pnc + Hgg dmas Oss
Oss +Tos 2% 203nc + 204c
kf
O1 + Lgg q# Hgg + Bsg
Oln + Hgg mﬁ Ogg
Ogg + Tg9 e
kf
Olc+ Lgg q\:\ Hgg + Bog
Olnc+ Hyg dmax Ogo
Ogo + Too dmas nth
kf
02 + Loy q# Hg1 + By
O2n+ Hyi % Og
Oog1 + To1 dmas pth
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O2c + Ly
O2nc + Hyy
Og2 + Tyo
03 + Lgs
O3n + Hys
Ogs + To3
O3c + Lyy
O3nc+ Hyy
Oga + Toa
04+ Los
O4n + Hos
Ogs + Ty
O4c + Lgg
O4nc + Hyg
Ogs + Tos
M1 + Loy
M1n + Hgy
Og7 + To7
Mlc+ Log
M1nc+ Hyg
Ogs + Tos
M?2 + Log

M?2n + Hog
Ogg + Tog

QM
3 N
o =5
o

o)
]
o

|

Q
8
o
%

Jmax

Jdmax

kf

[}

Hgs + Byo

Og2
nth

Hg3 + Bos

Og3
nth

Hgy + By,

Og4
nth

Hgs + Bys

nth

Hgg + Bog

Ogs
nth

Hg7 + Boy

Og7
nth

Hogg + Bogg

Ogg
nth

Hgg + Bgg

Ogg
nth
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M2c+ Ligo

M2nc + Higo
O100 + T100

M3+ L1

M3n + Hyg
O101 + Tho1

M3c+ Lig2

M3nc+ Hyge
O102 + T102

M4 + Loz

MA4n + Hyps

O103 + Tho3

M4c+ Lios

Minc + Hypa
O104 + Th04

M4p + L105

M4pn + H105
O105 + Tho0s

MApc + Lios

MA4pnc + Higg
O106 + 1106

kf
—\
=
Jmax

max
meg

le}

mayx

kf

1

Jmax

Jmax

Qmag

Higo + Bioo

O100
nth

Hio1 + Bion

O101
nth

Higa + Bio2

O102
nth

Hio3 + Bios

O103
nth

Higs + Biog

O104
nth

Hio5 + Bios

O105
nth

Hio6 + Bios

O106
nth
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C.3.2 Two-Parallel Implementation

src+17 — Hi+B

src+ Hy &% 0o
O1+T) % 2srctr

r+ Lo q%i; Hy + By
R+Hy, % 0,
O+ T, % R
ks
v+ Ls ﬁ Hs + B3
R+Hs % 0O
Os+T3 ™% @

src+ Ly +=— Hy+ By

src+ Hy % 04
Os+ Ty % 2src+g

kf
g+Ls = Hs+ Bs
G+H; ™% 05
05 + T5 Qmax G

ks
r+Lg = Hg+ Bg

G+ Hs ™% Og
O¢ + 1§ dmay B

src+ Ly H7 + By

src+ Hy O7

Or+T; % 25r¢+b



b+ Lg
B—I—Hg
Og—l—Tg
g+ Lo

B + Hy
Og + Ty
src+ Lig
src+ Hyg
O10 + Tho
v+ L1
V 4+ Hyy
O+ T
b+ Lo
V + His
O12 + T12
R+ L3
R+ Hqs
O13 + T3
G+ Ly
G+ Hyy
O14+Tha
B+ Lis

B+ Hys
O15 + 115

Hg + Bg

Og

Hy + By
Oy

v

Hyo + Bio
O1o

2src+ v

Hy + By

Hiz + Bi3

O13
IR

Hiy + By

O14
IG

His + Bis

1B
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V + Lig
V + Hig
O16 + Th6
IR+ L7
IR+ Hq7
O17 + Tz
IG + Lig
IG + Hig
O18 + 1138
IB + Lqg
IB + H19
O19 + Thg
IV 4+ Loy
IV + Hy
O + Tao
IR+ Loy
V + Hyy
O21 + 151
IG + Logy
R+ Hao
Oa2 + T2
IB + Log

G + Hoz
Oa3 + T3

Hi6 + Big
O16
v
Hy7 + By
O17
4R
Hig + Big
O1s
4G
Hig + Byg
O19
4B
Hso + By
O20
4V
Hy + By
O21
3R
Hss + Boo

Oa2
3G

Haz + B3

Oa3
3B
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1V + Loy
B+ H24
O24 + Ty
B+ L25
sD1 + Has
Oas + Tos
B + Lag
sD2 + HQG
O26 + T
R+ Loy
sD2p + Hoy
Oa7 + To7
R+ Log
sD1p + Hog
Oag + Ty
V + L29
sD1p + Hog
Oa9 + Thg
V + Lsg
SDQp + H30
O30 + T30
sD1 + L31

sD2 + Hs,
Os31 + T3

Hsy + Boy

O24
3V

Hys + Bos

Oas
sD2p+ B

Hag + Bag

O
sDlp+ B

Hs7 + Boy
Oa7
sD1+ R
Hag + Bog
Oag
sD2+ R
Hag + Boy
Oag
sD1+V
Hjzo + B3o
O3
sD2+V
Hsi + B3

O31
SD
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SD + Lso

sD1 + H32
Os32 + T3

SD + Lss

sD2 + Hsg
O33 + 133

SDlp =+ L34

SDQp + H34
O34 + T34

SDp + L35

SDlp + H35
O35 + T35

SDp + Lsg

sD2p + Hsg
O36 + T36

ks
SDlp + L37 S
qmaX

I1+ Hsy (ﬁ;
Os7 + 137 dmax

sD1p + Lsg
Iln + Hsg
Oss + T8
sD1p + Lsg

Ilc+ Hsg
O39 + T39

Kf
ﬁ H3s + Bsy
% O
% 3sD1
kf
ﬁ( H3s + Bss
% Oy
% 3sD2
kf
ﬁ( H3y + B3y
% Oy
dmag SDp
kf
ﬁ Hj3s + Bss
% O
mas 3sD1p
kf
ﬁ( H3s + Bss
% Oy
dmag 3sD2p
Hs7 + Bsr
Os7
D1p + sD1p + Dlpghost
ks
q\mﬁax Hss + Bsg
% Ogs
% Dlpn + sDlp
ks
ﬁ( H3g + Bgg
% Oy
dma D1pc+ sD1p
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ks
sDlp+ Ly =  Hyo+ By
Jmax
Ilnc+ Hyg dmag Oy
O+ Ty % Dlpnc+ sDlp
ks

sD2p+ Ly +— Hy + By

11+ Hn dmag Ou
Oun+Tyn B M1+ M2n+sD2p

sD2p+ Ly —

Hyo + By

Iln+ Hyo dmax Oyo

Our+Tyo % Mln+ M2+ sD2p

sD2p + Lys \i
Ilc+ Hyy 228
Ou3 + Ty

ks
sD2p+ Ly +—

Ilnc+ Hyy 2%
Ou+ Ty %

B+ Ly
12+ Hys
Ouss + Tis
B+ Lus
I2n + Hyg
Ou6 + Tus
B+ Ly

12c¢ + Hyr
Ou7 + Tu7

Hyz + Bas
Ous
Mlc+ M2nc+ sD2p
Hyg + By
Oy
M1nc+ M2c+ sD2p
ks
ﬁ Hys + Bys
W Oys
e Dop+ B
ks
ﬁ Hye + Bug
% Oy
dm Dopn + B
ks
ﬁ( Hy7 + Byr
% Oy
dma D2pc+ B
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ks
S Hyg + Byg

B+ Lyg
Jmax
I2nc + Hyg Cm( Oug
Oys + Tus dmas D2pnc+ B
ks
sD2p+ Lyg =  Hyg+ By
Jmax
D2+ Hyg dmag Oy
O +Tiy =3  Dlp+sD2p
ks
sD2p+ Lso ==  Hso+ Bso
Jmax
D2n + Hsxg C@; Os0
Oso +Tso % Dlpn+ sD2p
ks
sD2p+ Lsy == Hs1 + Bs
dmax
D2c+ Hsq C@){ Os51
Os51 + T51 dmas Dlpc+ sD2p
ks
sD2p+ Lss =  Hso + Bso
Jmax
D2nc+ Hso dmass Oso
Os2 + T m{ Dlpnc+ sD2p
ks
sDlp+ Lss =  Hs3+ Bss

D2+ Hss q_a> Os3

Os3 + T53

X M1+ M2n+ sDl1p

ks
sDIp+ Lsy =  Hs4+ Bsy

D2n + Hgy q_) Os4

Osy4 + T4

sDIp+ Lss +—

X Mln+ M2+ sDl1p

Hss + Bss

QJmax

D2c+ Hss M™% Oy
Os5 4+ Tss 8 Mle+ M2nc+ sD1p
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sD1p + Lsg
D2nc + Hsg
Os6 + T56
B + Ls7
D1+ Hs;
Os7 + 157
B + Lsg
Dln + Hsg
Oss + T5s
B+ Lsg
Dlc+ Hsg
Os9 + T59
B+ Leo
Dlnc+ Hgg
Oeo + Tso
sD1p+ Ley
M2+ Hg
Oe1 + To1
sD1p + Lgo
M2n + Hgo
Oe2 + Ts2
sD1p + Lgs

M2¢ + Hes
O¢3 + T63

kf

qII] ax
Qma;

Jmax

=

QL 0
Egl=
I

Hs6 + Bse

Os6
M1lnc+ M2c+ sD1p

Hs7 + Bsy

Os7

M1+-M2+ B
Hsg + Bsg

Osg

MiIn+ M2n+ B
Hsg + Bsg

Osg
Mlc+ M2c+ B

Hgo + Beo

Os0

M1nc+ M2nc+ B
Hg1 + Bg1

Oe1
D4pnc+ sDl1p

Hgs + Be2

Oég2
D4pc + sD1p

Hgs + Bg3

Og3
D4pn + sD1p

178



SDlp + L64
M2ne + H64
Og4 + Tea
8D2p + L65
M2+ Hgy
Ogs + Tos
SD2p + L66
M?2n + H66
Ogs + Ts6
SDQp + L67
M2c+ Hgr
Oe7 + To7
sD2p + Lgg
M2nc + H@g
Ogs + Tos
sD2p 4+ Lgg
M1+ Hgg
Og9 + Ts9
SD2p + L70
Miln + H70
O70 + Tro
SDQp + L7y

Mlc+ Hn
On+Tn

Hgy + By
Og4

D4p + sDl1p
Hgs + Bégs

Ogs
D4p + sD2p

Hgg + Beg

Og6
D4pn + sD2p

Hg7 + Ber
Og7

D4pc + sD2p
Hgg + Bgg
Oss

Dipnc + sD2p
Hgg + Bgy
Og9

D3p + sD2p
H7o + Bro
O
D3pn + sD2p
H7 + Bpy

On
D3pc + sD2p
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sD2p + Ly

= Hp+ Bp

O+ Try 22
kf
sDIp+ L7 +—
qlﬂax
M]. 4 H73 Jmax
Or3 + Tz 2%
kf
SDlp + L74 S
qmax
Mln + H74 Jmax
074 + T74 dmax
kf
sDlp+ Ly —
Qmax
Mle + H75 qla))(
O +Trs —3
kf
SDlp + L76 S
Jmax
Mlnc+ Hqpg 2%
Ore + Tyg 2%
kf
B+ Ly =
qmax
D3+ Hyp 2%
O + Typ 2%
kf
B+ L —
qmax
D3n + H78 cm(
078 + T78 dmax
kf
B+Lyy =
Jmax
D3c+ Hro dmag
Org + Tyg 2%

D3pnc+ sD2p

H73 + Brs

O3
01+ O2n+ sD1p

Hyy + By
O74
Oln + 02+ sDlp

Hy7s + Brs

Oz
Olc+ O2nc + sD1p

Hr6 + Brs

Or6
Olnc+ O2c+ sDl1p

Hy77 + Bry
O77
0O1+02+ B

Hy7g + Brs

O
Oln+02n+ B

Hr9 + Bro

Org
Ole+ O2¢+ B
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B+ Lgg q\ﬁ Hgy + Bgg
D3nc+ Hgg Cm( Oso
Oso + Txo dmas Olnc+ O2nc+ B
kf
sD2p + Lg; q# Hgi + Bgi
D4+ Hgy dmax Osg1
Ogs1 + Ts1 cm)( 01+ 02n + sD2p
kf
sD2p + Lgo q# Hgy + Bgo
D4n + Hgo == Oso
Ogg + Tyo dmax Oln+ 02+ sD2p
kf
sD2p + Lgs q# Hgs + Bss
D4c + Hgs qla))( Oss
Ogs + Tg3 dmas Olc+ O2nc+ sD2p
kf
sD2p + Lga f Hgy + Bga
Danc + Hgy dma Ogy
Ogy + T34 m{ Olnc+ O2¢ + sD2p
kf
sD1p + Lgs q# Hgs + Bss
DA+ Hgs 3% Ogs
Ogs +Tys 2% D3p+sDlp
kf
sD1p + Lgg q\ﬁ Hgg + Bsgg
D4n + Hgg (m)( Osg
Oss +Ths 2% D3pn + sD1p
kf
sD1p + Lgr f Hg7 + Bgr
Ddc+ Hgy % Ogy
Os7 +Tsr % D3pe+ sDlp



sDIp+ Lgg +—

D4nc + Hgg dmag

R+L89 S

182
Hgg + Bgg

Oss
D3pnc + sD1p + newgg

Hgg + Bgg

Dlp+ Hgg qld))( Osgg

Ogg + Txg

R+ Lgo
Dlpn + Hgo
Ogo + Too
R+ Lg;
Dlpc —+ H91
Og1 + To1
R+ Ly
Dlpnc + H92
Oga + Ty
R+ Los
D2p + Hog
Og3 + Ty
R+ Lgy
D2pn + H94
Ogy + Ty
R+ Lys

D2pc + Hys
Ogs + Tos

% D1+ R+ dlghost

ks
f Hyo + Bogo
% Ogo
dmas Din+ R
ks
q\ﬁ Hy1 + Bo:
% Ogy
Jmax ch + R
ks
f Hgs + By
T Ogy
s Dinc+ R
ks
q: Hygs + Bg3
4% Ogg
s D24+ R
ks
q\ﬁ Hogy + By
% Ogy
Jmax D2n + R
ks
f Hgs + Bys
2 Ogs
dms Doc+ R



R+ Log
D2pnc + Hyg
Ogs + Toe
R+ Lg7
D3p -+ H97
Og7 + To7
R+ ng
D3pn + Hog
Ogs + Tog
R+ Lgg
D3pc + Hyg
Ogg + Togy
R+ Lyoo
D3pnc + Hig
O100 + Thoo
R+ Lipn
D4p + Hio1
O101 + Tio1
R+ Ligs
Ddpn + Hio2
O102 + Tho2
R+ Lqo3

D4pC + H103
0103 + Tho3

o)

g 8
g
% %

o)

Hgg + Bog

Ogg
D2nc+ R

Hog7 4+ Boy

Og7
D3+ R

Hogg + Bog

Ogg
D3n+ R

Hgg + Byg

Ogg
D3c+ R

Hp0 + Bioo

O100
D3nc+ R

Hio1 + Biot

O101
Di+ R

Hip2 + Bio2

O102
Din+ R

Hyp3 + Bios

O103
D4c+ R
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R+ Ly

D4pTLC + H104

O104 + To4
11+ L105
I1n + Hips
O105 + Thos
Ilc+ Ly
Ilnc+ Hipg
O106 + T106
12 + Lqig7
12n + H107
O107 + Thor
I2¢ + Llog
I2nc+ Higg
O108 + Thos
O1 + L109
Oln + Hygg
O109 + T109
Olc+ Ly
Olnc + Hi1g
O110 + T110
02+ Lin

O2n + H111
O111 + Ty

Hip4 + Bios

O104
Dinc+ R

Ho5 + Bios

O105
nth

Hi06 + Bios

O106
nth

Hyo7 + Bior

O1o7
nth

Hips + Bios

O108
nth

Hip9 + Biog

O109
nth

Hi10 + Bi1o

O110
nth

Hi1 + Bin

O111
nth
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O2c + Ly12
O2nc + H112
O112 + 1112
M1+ L113
Min+ Hiis
O113 + Th13
Mlc+ L4
Mlnc+ Hiyy
O114 +T114
M2+ L5
M?2n + Hq1s
O115 + Th1s
M2c+ Liig
M2nc + H116
O116 + Th16
D1+ L117
Dln+ Hiiy
O117 + 117
Dlc+ Lqig
Dlnc+ H118
O118 + Th1s
D2+ L119

D2n + Hyyg
O119 + T119

dmax
Qmag

Jmax

Hi12 + B2

O112
nth

Hi13 + Biis

O113
nth

Hi14+ Big

O114
nth

Hi15 + Biis

O115
nth

Hi16 + Biis

O116
nth

Hi17 + By

O117
nth

Hiis + Biig

O1138
nth

Hi19 + Big

O119
nth
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D2c+ Liag
D2nc+ Higg
O120 + T120
D3+ Ly
D3n + H121
O121 + T2
D3c+ Ligs
D3nc+ Hiao
O122 + T122
D4+ Lyos
D4n + H123
O123 + T123
DA4c+ Lyoy

Didnc+ Hioy

O124 + Th24

Dlp + L125
Dlp’I’L + H125
O125 + T125
Dlpc+ Ligs
Dlpnc+ Hisg
O126 + Th26
D2p + Lio7

D2pn + H127
O127 + Thor

Hi20 + Bi2o

O120
nth

Hio1 + By

O121
nth

Hio + Biao

O122
nth

Hio3 + B3

O123
nth

Hioy + Bioy

O124
nth

Hios + Bios

O125
nth

Hi96 4+ B2

O126
nth

Hio7 + Bior

O127
nth
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D2pC + L128

D2pnc + Hisg
O128 + T128

D3p + Ligg
D3pn + Hizg
O129 + T129
D3pc + Lisp
D3pTLC + H130
O130 + T30
Dap + L1z
D4pn + Hiz
O131 + T131
D4pC + L1329

D4pnc + H132
O132 + Th32

C.4 Binary Counter

q0 + Ly

R+ H,

O1+1 dmag

ql+ L, —

R+ Hy, %
O+ T dmas

Kf
— Hi2s + Bigg
Kf
- Hi29 + Biag
qmaX
—  O129
q]’l’lag nth
Kf
=  Hi30 + Bi3o
qmax
Jmax 0130
Kf
— Hi31 + Bi31
qmaX
—  O131
dmas th
Kf
=  Hizo + Bz
Jmax
(lma§ 0132
dmax pth
Hi+ By
O1
0+ R+ pml
Hy + By

0o
ql+ R+ pm0
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pm0 + L3
pm0 + Hj
O3 + T3
pml+ Ly
pml 4+ Hy
Oy + Ty
pm0 + Ls
ml+ Hj
Os + T5
pml + Lg
m0 + H6
06 + T6
m0 + Ly
ml+ Hy
07 + 1%
m0 + Lg
sm + Hg
Og + T3y
ml+ Lg
sm + Hg
Og + Tg
m0 + L10

B+ Hy
O10 +Tho

Hs + B3
O3

nth
Hy+ By
O4

nth

Hs + By

m0

Hg + Bg

ml

H7 + By
Oz

sm

Hg + Bg
Og

3m0

Hg + By

Oy
3ml

O10
m0 4+ B + pq0
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ml + Lqq

B+ Hyy

O11 + T
pq0 + L1
pq0 + Hip
O12 + T2
pql + L1z
pql + His
O13+ T3
pq0 + L1y
ql+ Hyy
O14 + Tha
pql + Lis
q0+ Hys
O15 + 115
q0+ Lig
ql + Hig
O16 + T16
q0 + L7
sq + Hiz
O17 + Tz
ql + Lig

sq+ Hig
O18 + Thg

ml + B + pql

His + Bio
O12
nth
Hiz + Bis
O13
nth
Hiy+ By
O14

q0

His + Bis

ql

Hy6 + Big
O16

sq

Hi7 + By
O17

3q0

Hyg + Big

O1s
3q1
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O+ Ly
R+ H19
O19 + Thg
J1+ Lo
R+ Hyg
O20 + Tg
pg0 + Loy
pg0 + Hay
O21 + 151
pgl + Lo
pgl + Hao
Oa2 + Tho
P90 + Los
g1+ Has
Oa3 + T3
pgl + Loy
g0 + Hay
O24 + Ty
90 + Los
g1+ Has
Oa5 + 15
90 + Lo

sg + Hog
Oa6 + Tog

Hig + Byg
O
fO+ R+ pg0
Hso + By
O20
f1+ R+ pgl
Hy + By
O21
nth
Hss + Boo
O92
nth
Haz + Bos
Oa3
g0
Hyy + By
O24
gl
Hys + Bas
Oas
sg
Hsg + Bag

O26
390
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gl + Loy

sg + Hoy
Oa7 + T
90 + Log

B + Hog
Oag + Ty

gl + Log
B + Hag
Oa9 + Thg

ph0 4+ Lsg

phO + H30
O30 + T30

phl + L3
phl + Hs;
Os1 + T3

phO + L32
hl + Hso
O3z + 132
phl 4+ Lss
h0O + Hss
O33 + 133
h0 + L3y

hl+ Hsy
O34 + T3y

Hs7 + Boy
Oa7
391
Hag + Bog
Oag
g0+ B + ph0
Hag + Boyg
Oag
gl + B + phl
Hjzo + B3o
O3
nth
Hsy + Bs;
O31
nth
Hso + B3
O3z
h0
H33 + B33
Os3
hl
Hsy + B3y

O34
sh
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hO + Lss
sh + H35
O35 + T35
hl + Lsg
sh + Hsg
O36 + T3¢
10 + L3y
R+ H37
Os7 + 137
11 4+ L3g
R+ Hgg
O3g + T33
pj0 + L3g
pj0 + H3g
O39 + T39
pjl+ Lo
pjl+ Hao
Ou0 + Tho
pj0 + Ly
jl1+ Hy
O4 +Tn
pjl + Ly

70+ Hyo
Oyg2 + Tyo

192
H3s + Bss

O35
3h0

Hss + Bsg
Os6
3h1
Hj37 + B3y
O37
i0 + R+ pjo
H3g + Bsg
Osg
11+ R+ pjl
H3zg + Bsg
O39
nth
Hyo + Bao
Ou0
nth
Hy + By
O
70
Hys + By

Os2
71



JO+ La3
J1+ Has
Oy3 + T3
JO+ Lyy
8]+ Hyq
Oyq + Ty
J1+ Lys
sj + Hys
Ous + Tys
JO+ Lag

B+ Hyg
Oue + Tus

Jl+ Ly7
B+ Hyy
Our + Tyr

pkO + Lyg

pk:O + H48
Oug + Tug

pkl + Lyg

pkl + Hyg
Og9 + Ty

pkO + L

k1 + Hsg
Oso + T5o

Qmag

Qmax
Qma;

Jmayx

Hy3 + Bys
Ou3

sj

Hyy + By
Ous

350

Hys + Bys
Oss

351

Hye + Bag

Ou6

§0+ B + pk0

Hy7 + Byy

Oy

j1+ B+ pkl

Hyg + Bag

Ous
nth

Hyg + By
Oug
nth
Hsy + Bsg

Oso
kO
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¢10 + v10 + pdd100

Hy40 + Baao

Ou40

g11 + v10 + pdd101
Hyq + Ban

Oua1

q11 + v11 + pdd100
Hygo + Bago

Oua2
10 + v11 + pdd101

k
== Husz + Buas
Jmax
Qmag 0443
Jmax n t h
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pdd101 + Ly q%ax Hys4 + Baag
pdd101 + Hyyy % Oy
Oua+Tus =% nth
pdd101 + Lygs i%i Hyys + Buas
dd100 + Hys ™% Ous
Ouss + Tas =% dd101
pdd100 + Ly qfkax Hyy6 + Buag
dd101 + Hyg 5% Ouge
Ous+Taas =3 dd100
a00 + Laar fkax Hya7 + Baaz
aal0l + Hyr ™% Ouy
Our +Tar % 400 + aal00
dd100 + Ly4s q%; Hyys + Bys
aal0l + Hyg % Oy
Ous +Tug % dd100 + aal00
k
a0l + Lygg =  Huaa9 + Buaag

Jmax

dd101 + Hyyg (@;

Ougo + Thag 2%
paal0l + Lyso
paal0l + Hysgo
Ous0 + Tus0
paal01 + Lys;

aal00 + Hysp
Ou51 + Tys1

Oua9

a0l 4 dd101 + paal01

Qmax
Qma§

Jmayx

Hys0 + Baso

Ous0
nth

Hys1 + Bys1

Ou51
aal01
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abl0l + H452
Ous2 + Tus2
dd100 + Lys3

abl01 + Hyss
Ous3 + Tus3

K
qll + Lyss =

263

= Hyso + Byso

—  Ous2

dmag 410 + ab100

Jmax

dd101 + Hysy 2%
Ousy + Tysg 2%

pabl01 + Lyss
pablOl + H455
Ous5 + Tuss
pablOl + L456
abl100 + Hysg
Ous6 + Tus6
q10 + Lys7
aclOl + H457
Ous7 + Tus7
CLOO + L458

acl01 + Hysg
Ous8 + Tuss

k

K
q# Hys3 + Bass
I Oys3
dmas 4d100 + ab100
Hys4 + Bysy
Ous4

q11 + dd101 + pabl101

K

== Hys5 + Buss
Jmax

Jmax

—  Ouss

dmax th

N

= Hys6 + Buse
dmax

dmax

—  Ouse

dmas ab101

K
= Hys7 + Busr

Ous7

dma 410 + acl00

== Hysg + Byss

dmax
—  Ousg

dma 410 + acl00

qll —|—L459 —

Jmax

CLOl + H459
Ous9 + Tus9

Jmax

dmax

Hys9 + Baso

Ous9
q11 4+ a01 4 pacl01
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k
pacl0l + Lago = Haeo + Baso
dmax
pacl0l + Hyo —=  Oueo

Oseo + Taso 2% nth

k
pacl0l + Lyg1 =  Hye1 + Bae1

acl00 + Hygr 2 Oy

Ouer + Tae1 % acl01

K
aal0l + Ly =  Hueo + Bugo

0a100 + Hygo % Oupn
Ouea + Tugo 2% qal01 + 0al01

abl01 + Lygz =  Hup3 + Bas3s

0a100 + Hygz 2% Ougs
Ouez + Taes % ab101 4 0al01

K
aal00 + Lygy =  Hugs + Baea

Jmax

abl00 + Hygs 3 Oues
Ossn + Tugs 2 4al00 + abl00 + poal00

p0al00 + Lygs Hyes + Bugs

Qo 0
=~
C

poal00 + Haes ——  Oups
Ougs + Tugs =% nth

poal00 + Lysg =  Haes + Bass

0al01 + Hyee —  Ouep
Oue6 + Tus6 dma 5a100

0al0l + Lyg7 =  Hug7 + Bugr

Jmax

000 + Hugr % Ougr
Our + Tagr % 0al01 + c001



acl0l + Lygg

000 + H468
Os68 + Taes

k
0a100 + Lygg —

qr[lax
acl00 + Hygg dmax

dmax

Oue9 +Taeg —

pcOOO + L470

pc000 + Hyro
Ou70 + Taro

pc000 + L7

c001 + H471
Oy +Tun

c000 + L472

c001 + Hyro
Our2 + Tura

000 + L473

Sc00 + H473
Ou73 + Tyr3

c001 + Ly74

Sc00 + H474
Oura + Tyra

k
q10 + L475 —

Jmax
ql1 + Hyrs dmax

dmax

Ours +Turs  —

k

q\ﬁ Hyes + Bags
dmax
—  Oue3
dmas 4el01 + 001
Hy69 + Bagg
Oae69
0a100 4 ac100 + pc000
K
q;‘ Hy70 + Baro
dmax
—  Ouro
dmax th
K
q\ﬁ Hy71 + Bany
I Oun
dmas 000
K
f Hy7o 4+ Byro
% Oyro
dmas 500
K
q: Hy73 + Byrs
% Ours
dmar 30000
K
f Hy74 + Bazy
dmax
—  Ouna
dmar 30001
Hyzs + Byrs
Ours

q10 + ¢11 + pdd110
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k
qll + Ly7g +—

ql11 + Hyzg —

Our6 + Tare

k
qll + Ly77 —
q10 + Hyrr qm—d§

Ourr + Tyrr  —
k

qu + L478 =

qu + H478

Ourg + Tyrg 2%

pdd110 + Lz
pddl 10 + H479
Ou79 + Turg
pdd111 4+ Lygg
pdd111 + Hiso
Oug0 + Tuso
pddlll + L481
dd110 + H481
Oug1 + Tus1
pdd110 + Lyss

dd111 + H482
Oug2 + Tug

al0 + Lygs

aalll + Hygs
Oug3 + Tuss

Hyze

Ou7e

q11 + q11 + pdd111

+ Byt

Hy77 + Byrr

Our7

q11 + ¢10 + pdd110

Hy7g + Bars
Ou7s
q10 + q10 4 pdd111
K
q# Hy79 + Barg
Jmax
—  Ourg
dmaxth
K
q;,\ Hyg0 + Baso
% Ougo
Jmayx nth
K
q# Hyg1 + Bagi
% Ous
dmas dd111
K
q\ﬁ Hygo + Bago
Jmax
—  Oug2
dmas 4d110
K
q;" Hyg3 + Buss
I Oygs
mar 410 4 aall0
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k
dd110 4+ Lygy —
Jmax

aalll + Hygy =
Ouga + Tusa 2%

k

Hygq + Bygy

Oug4
dd110 + aall0

all + Lygs =  Hygs + Buass

dmax

dd111 + Hygs 2% Ouss

Ougs + Tugs 2% q11 + dd111 + paalll

paalll + Lygg q%ax Hyge + Buass
paalll + Higs ™% Ouse
Osso+Tass =5 nth
paalll + Lyg7 q%ax Hyg7 + Buasy
aall0 + Hisy ™% Ousz
Ossr+ Tusy 3 aalll
000 + Lyss q%; Hygs + Buass
abl11 + Hygs ™% Oygs
Ougs + Tags 2% ¢000 + ab110
dd110 + Lygg q%; Hygg + Bugg
ablll + Hygy ™% Ougo
Ougo + Tagy =% dd110 + ab110
c001 + Lago ;%; Ha90 + Bago
dd111 + Hygo ™% Oago
Oso0 + Tugo 3 001 + dd111 + pabl11l

k
pablll + Lygr —

Qmax

pablll + Hygy M

Jmax
Ouo1 + Tuor —3

Hyg1 + Bao1

Oug1
nth
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pablll 4 Lgo

abl110 + H492

Oa92 + Tyg2
000 + L493
aclll + Hygs
Oag3 + Ty93
alO + L494

aclll + Hygy
Ou94 + Thos

c001 + Lygs +—

all + Hygs —

Oa95 + Tags

paclll + Lygg
paclll + Hygg
Oug6 + T196
paclll + Lyg7
acl10 + Hyg7
Oua97 + Tho7
aalll 4+ Lygg
0a110 + Hygg
Ou9s + Tiaos
ab111 + Lago

0a110 + Hyg9
Ouag9 + Ty99

q\ﬁ Hygo + Bago
5 Oy09
dmax gb111
K
gzzf Hy93 + Byg3
% O3
dmax 000 + acl10
k
q: Hy94 + Baga
% Ogg4
dma 000 + acl10
Hyg5 + Bags
Ou95

k

—_\
—

dmax
Qma§

Jmax

c001 4 all 4 paclll

Hy96 + Bags
Oa96
nth
Hy97 + Baor
Oug7
aclll
Hyos + Bagg
Ou93
aalll 4+ oalll
Hyg9 + Bagg

Oa99
ablll + oalll
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aall0 + Lsgg q\;
ab110 4 Hzpg ~ 42%
Os00 + Tso0 =%
poall0 + Lsoy

poallQ + Hsoq

Os01 + T501

poal 10 + L502

0alll + Hspo

Os02 + T502

oalll 4+ Lsos

c010 + H503

Os03 + T503

aclll + Lsgy

c010 + Hzo4

Os04 + T504

0all0 + L505

acll0 + H505
Os05 + T505

pc010 + Lsog

pcOlO + H506

Os06 + T506

pcOlO + L507

c011 + Hsor

Oso7 + Ts07

269
Hs00 + Bsoo

Os00
aal10 + ab110 + poall0

k
== Hs01 + Bso1
Jmax
dma,;

- Os01
dmas th
N
== Hsp2 + Bsp2
dmax
dmax
—  Os02
I 64110
N
= Hs03 + Bsos
dmax
dmax O
— 503
dmax

oalll + 011

K
f Hso4 + Bsog
% Os04
dmas qelll + 011

Hysos + Bsos
Os05
0a110 4+ acl110 + pc010
K
q# Hso6 + Bsos
Jmayx
—  Os06
dmax th
K
f Hso7 + Bsor
% Osor
%010



c010 + Lsog

c011 + Hspg
Os08 + T508

c010 + L509

Sc0l + H509

Os09 + T509

c011 + Lx1g

Sc01 4+ Hsg

Os10 + T510

q10 + L1
q10 + Hsnq
Os11 + T511
ql1 + Ls12
qu + H512
Os12 + Ts12
ql1 + Ls13
ql1 + Hs13
Os13 + T513
q10 + Ls14

qll + H514
Os14 + T514

pdd120 + Ls15

pdd120 + H515

Os15 + T515

Hsos + Bsog
Jmax
qmax O
— 508
N
= Hsp9 + Bsog
qnlax
Jmax
—  Osp9

dmax 30010
k

=  Hsi0+ Bsio

Hs11 + Bs11

Os11
10 + ¢10 + pdd120

Hs19 + Bs12

Os12
11 + q10 + pdd121

Hs13 + Bsi3

Os13
q11 + q11 4 pdd120

Hs14 + Bs1a
Os14
q10 + ¢11 + pdd121
K
ézzf Hsi5 + Bsis
% Os15
dmax hth
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pdd121 + L
pdd121 4+ Hsqg
Os16 + T516
pdd121 + Lsi7
dd120 + Hyiy
Os17 + Ts17
pdd120 + Lgig
dd121 + Hsig
Os18 + T518
r000 + Ls1g
aal2l + Hsig
Os19 + T519
dd120 + L399

aal2l + Hgog
Os20 + Ts20

r001 + Lsgy —

dd121 + Hgoq (ﬂ‘
Os21 + Tr21

paal2l + Lsao
paa121 + H522

Os22 + Ts22
paa121 + L523

aal20 + Hsoz
Os23 + Tr23

k
=  Hsi6 + Bsis
dmax
I Os16
dmax th

K
q# Hsi7 + Bsir
% Os1r
dmas dd121
K
q# Hsi8 + Bsig
=3 Os1s
dmas dd120
K
f Hs19 + Bsig
Jmax
—  Os19
dma 1000 + aal20
K

qé‘ Hs90 + Bsao

2% Osa0

dmas dd120 + aal20

Hs21 + Bso1
Os21

r001 4+ dd121 + paal2l

Qmax
Qma§

Jmayx

Hs99 + Bsoo

Os22
nth

Hs93 + Bso3

Os23
aal2l
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c010 + Lxo4
abl21 + H524

Os24 + T524
dd120 + Lso5

abl121 + Hsos

Os25 + Tr25

k

c011 + Lxog

dd121 + Hsog
Os26 + T526

—\
—
Qmax

Jmax

Qma§

pabl21 + Lsor

pab121 + H527

Os27 + Ts27

pab121 + L528

ab120 + Hsog

Os28 + T528
c010 + L529
acl21 =+ H529
Os29 + T529
r000 4+ Ls3g

acl21 -+ H530

Os30 + T530

k
011+ Lsg; —
dmax
r001 + Hsg — 2%
Ossi 4 Tz 2%

k
q: Hso4 + Bsoy
% Oy
dmas 2010 + ab120
K
q# Hs95 + Bsos
% Osas
dmae 4d120 + ab120
Hs96 + Bsas
Os26
011 + dd121 + pab121
K
q: Hso7 + Bsoy
% Osar
qmax nth
K
f Hso8 + Bsog
dmas 121
k
q: Hs99 + Bsag
mar 010 + acl20
K
q# Hs30 + Bs3o
Jmax 0530
dma 0010 + acl20
Hs31 + Bs31
Os31

c011 4 7001 + pacl21
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pacl2l + Lsso
pacl21 + Hsso
Os32 + T532
pacl21 + Lsss
acl20 + Hsss
Os33 + T533
aal2l + Lgsy
0a120 + Hs3y
Os34 + T534
ab121 + Lsss

0al20 + H535
Os35 + T535

k

aal20 + Lszg +—

Jmax

ab120 + Hssg dmax

Jmax

Os36 +T536  —

poal20 + Ls37
poal20 + Hssy
Os37 + Tsa7
poal20 + Lssg
0al21 + Hssg
Os3s + T538
0a121 + Ls3g

c020 4+ Hszg
Os39 + T539

Hs3s + Bs32

Os32
nth

Hs33 + Bs33

Os33
acl21

Hs34 + Bs3y

Os34
aal2l + oal21

Hs35 + Bs3s

Os35
abl21 4+ 0al21

Hs36 + Bsse

Os36
aal20 4+ ab120 4 poal20

Qo 0
Fil-
C

Jmax

Jmax

5

dmax

Hs37 + Bssy

Os37
nth

Hs3s + Bs3g

Os33
0al20

Hs39 + Bssg

Os39
oal21 + 021
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0a120 4+ Ls4q

acl20 + Hgqq
Os41 + Tsa1

Osa7 + Tra7

acl2l + Lgyo

c020 + H540
Os40 + Ts40

k

pcOQO + L542
pCO20 + H542
Os42 + T542
pc020 + Lsg3
c021 + H543
Os43 + T543
c020 + L544
c021 + Hsyq
Os44 + Tha4
c020 + L545
SCOZ + H545
Os45 + T545
c021 + Lryg

Sc02 + H546
Os46 + Tsu6

K
q10 + Lsy7

q20 + H547

—
=
Jmax

Qma§

dmax

e

—
S
QJmax

Qma§

dmax

==

k

q\ﬁ Hs40 + Bsao
dmax
—  Osao
dmas ael21 + 021
Hs41 + Bsa
Osa1
0a120 4 ac120 + pc020
K
q;\ Hs49 + Bsao
% g9
dmax th
K
q\ﬁ Hs43 + Bsa3
0% Osa3
dmas 020
K
f Hsy4 + Bsaa
% Osay
dmas 502
K
q# Hs45 + Bsas
% Osgs
dmar 30020
N
— Hs46 + Bsas
dmax
—  Osgs
dmar 30021
Hs47 + Bsar
Osa7

q10 + q20 + pdd130
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k
qll + Lsyg +—

q20 + Hsys —

Os48 + T5a8

k
qll + Lyy9g +—

q21 + Hsy9 qm—d§

Os49 + T5a9

qu + L550 =

q21 + Hsso
Os50 + 1550
pdd130 + Lz
pdd130 + H551
Os51 + T551
pdd131 + L552
pdd131 + Hiss
Oss2 + T552
pdd131 + L553
dd130 + Hsss
Oss3 + 1553
pdd130 —|— L554
dd131 + Hzsg
Oss4 + T554
r010 + L555

aal3l + H555
Osss + T555

Hs48 + Bsag

Osag

q11 + q20 + pdd131

Hs49 + Bsag

Osa9

g1l + ¢21 + pdd130

Hss0 + Bsso

Oss0

q10 + ¢21 + pdd131

Qmax
Qma§

Jmayx

-

Hss1 + Bss1

Oss1
nth

Hss0 + Bsso

Oss2
nth

Hss3 + Bsss

Os53
dd131

Hss4 + Bssy

Oss4
dd130

Hss5 + Bsss

Osss
r010 + aal30
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dd130 + Lsse
aal3l + Hssg
Oss6 + 1556
r011 + Legy =
dd131 + Hysr 2%
Ossr + Trssr =%
paal3l + Lsss
paal3l + Hssg
Osss + Tsss
paal3l + Lssg
aal30 + Hssg
Os59 + T559
020 + Lsgo
ab131 + Higo
Os60 + T5s60
dd130 + Lsg,
ab131 + Hsg
Os61 + T561
c021 + Lsge +—
dd131 + Hsgy 22
Ose2 + T562
pabl3l + Lsgs

pabl3l + Hxgs
Os63 + T563

Hss6 + Bsse

Oss6
dd130 + aal30

Hss7 + Bssy

Oss7
r011 4+ dd131 + paal3l

K
gzzé Hss8 + Bssg
% Ossg
dmax th
k
3223 Hss9 + Bssg
% Oss
dmas qal3l
k
3223 Hse0 + Bseo
% Os60
dma 020 + ab130
K
gzzé Hs61 + Bse1
qmax
—  Ose1
dmas dd130 + ab130
Hseo + Bse2
Os62

021 + dd131 + pab131

k
.
o
dmax

Qmag

Jmax

=

Hsg3 + Bsgs

Os63
nth
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pabl3l + Lsgy
abl130 4+ Hseq
Os64 + T564
020 + Lsgs
acl3l + Hsgs
Os65 + T565
r010 + Lsgg
acl3l + Hsee
Os66 + T566
021 + Lsg7
1011 + Hsgr 2%
Os67 + Ts67
pacl3l 4 Lsgg
pacl3l + Hsxes
Os6s + Thes
pacl3l + Lsgo
acl30 + Hsgg
Os69 + T569
aal3l + Ls7o
0a130 + Hxrg
Os70 + T570
abl31 + Ls7;

0a130 + Hs7p
Os71 + Tsm

5225 Hs64 + Bses
% Oses
dmax gb131
K
EZZf Hsg5 + Bsgs
% Ose5
I 020 4 acl30
k
3223 Hsg6 + Bses
% Ose6
I 020 4 acl30
Hse7 + Bser
Ose7

c021 + r011 4 pacl3l

k

JRE——
—

dmax
Qma§

Jmax

Hsgg + Bsgs

Ose6s
nth

Hsg9 + Bsgg

Os69
acl3l

Hs70 + Bsro

Os70
aal3l + oal3l

Hs71 + Bsn

Os71
abl31l + 0al3l
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k
aal30 + L572 q\ﬁ
ab130 + Hs7o Cm(
Oso + Thry 2%
poald0 + Lyvs

poal3d0 + Hgrs

Os73 + Ts73

p0a130 + L574

oal3l + H574

Os74 + Th74

0al31l 4+ Ls7s

c030 + H575

Os7s + Ts75

acl3l + L576

c030 + Hsrg
Os76 + T576

0al30 + L577

acl30 + Hsry
Os77 + Ts77

pc030 + Ls7s

pcO30 + H578

Os78 + T578

pcO30 + L579

6031 + H579

Os79 + T579
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Hs79 + Bsro

Os72

aal30 4+ ab130 4 poal30
K

== Hs73+ Bsrs

Jmax

2% Osrs

dmas nth
K

==  Hs7u+ By

dmax

% Oy

dmax 54130

K
=  Hs75 + Bsrs

% Osrs

dmax Ha131 + 031

K
=  Hs7 + Bsre
dmax
% Osre
dmes 4el131 + 031

Hs77 + Bsrr
Os77
0a130 + ac130 + pc030
K
==  Hs7s+ Bsrs

Jmax

% Osrg

dmax th

K
=  Hs79 + Bsrg
dmax
% Osrg
030



c030 + Lsgo
c031 + Haso
Oss0 + T5s0
c030 + Lss1
Sc03 + Hssy
Oss1 + Tss1
031 + Ligo
Sc03 + Haso
Oss2 + Tss2
k

ql0+ Lsgs +—

q30 + Hsgs —

Oss3 + T5s3

q11 + Lsgy

k
N
=
Jmax
Jma;
C_[SO + H584 —§
Qmax
k
N
=

Oss4 + Tss4

q11 + Lsgs =
31 + Hsgs =3
Osss + Trss =%

k
q10 + Lsgs i
q31 + Hsgg 2%
Osso + Tsss

pdd140 + Lsgy

pdd140 + Hisr

Osgr + Tss7

Hsgo + Bsgo

Osg0
Sc03

Hsg1 + Bsgy

Oss1
3¢030

Hsgo + Bsgo

Hsg3 + Bsg3

Osg3

10 + ¢30 + pdd140

Hsg4 + Bsgy

Oss4

q11 + ¢30 + pdd141

Hsgs + Bsgs

Osgs

q11 + ¢31 + pdd140

Hsg6 + Bsge
Osg6
q10 4 ¢31 + pdd141
K
== Hsg7 + Bsgry
Jmax
% Osgr
dmax hth
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Os93 + T593

pdd141 + Lsgs
pdd141 + Higs
Osss + T5ss
pdd141 + Lsgg
dd140 + Hssg
Oss9 + T5s9
pdd140 + Lsgg
dd141 4+ Hsgg
Os90 + T590
7020 + Lso1
aaldl + Hsgy
Os91 + T591
dd140 + Lsgo

aal4l + Hsgo
Os92 + T592

r021 + Lggg3 +—

dd141 + Hsggs (ﬂ‘

paaldl + Lygy

paaldl + Hsgy
Os94 + T594

paaldl + Lsgs

aal40 + H595
Os95 + T595

k
== Hsgg + Bsss
dmax
% Osgg
dmax th
K
q# Hsgg + Bsgg
2% Osgo
dmas dd141
K
q# Hsgo + Bsgo
=% Osg0
dmas dd140
K
==  Hs91 + Bsoi
Jmax
% Os01
mas 1020 + aal40
K
qF‘ Hsgo + Bsgo
% Os2
dmas dd140 + aal40
Hsg3 + Bsgs
Os93

r021 4+ dd141 + paal4dl

Qmax
Qma§

Jmayx

Hs94 + Bsoy

Os94
nth

Hsg5 + Bsgs

Os95
aaldl
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c030 + Lz
ab141 + Hiog
Os96 + T596
dd140 + Lsor

abl4l + Hsgr
Osg7 + Ts97

k

c031 + Lsgg

dd141 + Hsgg
Os98 + T598

—\
—
Qmax

Jmax

—
Qma§

pabldl + Lsgg

pab141 -+ H599

k
q: Hsg6 + Bsges
A% Os06
s (030 4 ab140
K
q# Hs97 + Bsgr
2% Osor
dmae 4d140 + ab140
Hsgg + Bsgg
Os9g

031 + dd141 + pabl4l

Os99 + T599

pabldl + Lo

abl140 4+ Hggo

Oeo0 + 1600
€030 + Leor

acl4l 4+ Hgor

Oco1 + To01
7020 + Lgo2
acldl + H602
Oe02 + Ts02
k
c031 + Lgogz =
dmax
r021 + Hgps dmax
Oeo3 + Tooz 2%

K
= Hsgg9 + Bsg9
qmax
A% Osg9
qmax nth
K
f Hgoo + Beoo
dmas ab141
k
q: Hgo1 + Beot
dmar 030 + acld0
N
— Hgo2 + Beo2
Jmayx
—  Ogn2
030 + acld0
Hgos + Beos
Os603

c031 + r021 + pacl4l
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pacldl + Lgoy
pacldl + Hgoq
Og04 + Ts04
pacldl + Lgos
acl40 + Hgos
Oco5 + 1605
aaldl + Lgos
00140 + Heog
Oe06 + To06
abl41 + Lgor

0a140 + H607
Oso7 + Too7

k

aal40 + Lgpgg +—

Jmax

ab140 + Hgpg dmax

Jmax

Oso8 + Toos —

p0a140 + L609
p0a140 + Hﬁog
Og09 + Tho9
poald0 + Lgig
oaldl + Hgg
Os10 + Ts10
oaldl + L611

qOO + H611
O¢11 + T611

K
q: Hegos + Beoa
=% Ogoa
dmax th

K
q# Hgos + Beos
% Ogos
dmas geldl
k

q# Hgos + Beos
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